HD68000/HD68HCO000

MPU (Micro Processing Unit)

— HD68000 —

The HD680OO is the first in a family of advanced micropro-
cessors from Hitachi. Utilizing VLSI technology, the HD68000
is a fully-implemented 16-bit microprocessor with 32-bit
registers, a rich basic instruction set, and versatile addressing
modes.

The HD6800O possesses an asynchronous bus structure with
a 24-bit address bus and a 16-bit data bus.

FEATURES

32.-Bit Data and Address Registers

16 Megabyte Direct Addressing Range
56 Powerful Instruction Types
Operations of Five Main Data Types
Memory Mapped 1/0

14 Addressing Modes

— HDEBHC000 —

The HD68HCO000 is a 16-bit microprocessor of HD68000
family, which is exactly compatible with the conventional
H .

The HD68HCO000 is a complete CMOS device and the power
dissipation is extremely low.

FEATURES

@ Instruction Compatible with NMOS HD68000

Pin Compatible with NMOS HD68000

AC Timing Compatible with NMOS HD68000

Low Power Dissipation (lcc typ = 20 mA, icc max =35 mA
at f= 12.5 MHz)

HD68000-8, HD68000-10, HDE8000-12
HDE&8HC000-8, HDBBHC000-10, HD6BHC000-12

(DC-84)

HDE8000Y-8, HDEB00OY-10, HDEB0OOY-12
HDE8HCO00Y-8, HDBSHC000Y-10, HDESHCO000Y-12

(PGA-68)

HD68000P-8
HD68HC000P-8, HD68HCO00P-10, HD6BHCO0Q0P-12

o

{DP-64)

HD68000PS-8

HD68HC000PS-8, HD68HCO00PS-10, HDE8HCO00PS-12

ol

(DP-64S)

HD&800OCP-8

HD68HCO00CP-8, HD68HC0O00CP-10, HD6BHCOOOCP-12

(CP-68)
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HD68000/HD68HCO000

a TYPE OF PRODUCTS

Type No. Process c'“ﬁ;’:‘:; ency Package
HDB8000-8 8.0
HD68000-10 10.0 be-64
HD68000-12 25
HD68000YS 8.0
HD68000Y10 NMOS 100 PGA-68
'HD68000Y12 125
HDG6BOOORS 8.0 DP-64
HD68000PS8 80 DP-64S
HD6B000CRS ‘ 8.0 CP-68
HD6BHCO00-8 [ 8.0
HD6BHC000-10 10.0
HD68HC000-12 125 DC-64
HDEBHCO00Y¥8 8.0
HDBBHCO00Y10 | 10.0 PGA-68
HDB8HCO00Y-12 12.6
HD68HCOO0RB 8.0
HDGBHCOOOPI0 | CMOS 10.0 DP-64
HDB8HCO00R12 125
HDB68HCO00PSS 8.0
HDGBHCOOOPS10 10.0 DP-64S
HD6BHCOG0PSA2Z | 125
HD68HCO00CRS 8.0
HD68HCOO0CR10 10.0 CP-68
HD68HCO00CRI2 | 12.5

{Note) HDEB0OO refers to the NMOS version 68000, and HD68HC000

refers to the CMOS version 68000. 68000 stands for NMOS and
CMOS version.
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HD62000/HD68HCO000

® PIN ARRANGEMENT

® DC-64, DP-84, DP-64S ® PGA-68
1PIN
Ny
©®
{Top View)
Pin No_ | Function | Pin No. | Function | Pin No. | Function | Pin No. | Function
1 N/C 1 Ay » D, 52 An
2 |DIMK ]| » [ » AS 53 A
3 | BGMK | 2 A 37 [ B4 A
4 BR 21 A » 86 [ Veo
5 [ F) A » Vec 56 Ves |
[ HALT 23 A 40 Ves 57 Ay
7 VWA 24 ™ a RES 58 Dw
[] 3 F] Ay a2 VPA 59 Oy
9 SERR 2 An 43 P, 0 Dy
10 N 27 [ 4“ P, 81 D,
[0 FCy 2 Dy 6 FCy 62 D,
12 FCo » [ a“ N/C 83 Dy
13 A 2 Dy 7 [ [0 U0S
1* Ay n B [ Ag [ [
16 A ] [ © A 3 WL,
18 A ) D. 50 A |7 A
17 A £ 0, 51 A e Dy
e CP-68
AR AR AR AARRRAAS
(Top View) ° AE&IIQ: e} Eg’:
mE | E5Ons
BAOT] [Eave
Ve 04 a:: N
CLK% A,
Vas [(ThAn
vy 7] [Eilayy
N/C .
WALT] [EllAxn
mg [
VNALZT (A,
E (A,
F::g: DA
[,
o] 5.
[ ria (204,
g§§§§€?€2335:;§€3
(Top View)
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HD68000/HD68HCO000

® ABSOLUTE MAXIMUM RATINGS

Item Symbol HD88000 HDB8HC000 Unit
Value Value
Supply Voltage Vee* -0.3~+7.0 03~ +8.5 v
Input Voltage Vin* -0.3~+7.0 -0.3~+6.5 \
Operating Temperature Range Topr 0~ +70 0~ +70 °C
Storage Temperature Tetg ~55 ~ +150 —566 ~ +150 °C

*With respect to Vgg (SYSTEM GND}

(NOTE) Permanent LS| damage may occur if maximum ratings are exceeded. Normal operation should be under recommended opersting conditions.
1t these conditions are exceeded, it could affect reliability of LS1.

Since the HD68HCO000 is a C-MOS device, users are expected to be csutious on “latch-up” problem caused by voitage fracturations.

8 RECOMMENDED OPERATING CONDITIONS

{tem Symbol : HD68000 : HD68HCO00 Unit
min typ max min typ max
Supply Voltage Vee* 4.7% 5.0 5.25 4.75 5.0 5.25 v
CLK . 28 - Vee
VIH 20 - Vce
Input Voltage Other Inputs 20 — Vee
All Inputs vil* -0.3 — 0.8 -03 - 0.8 \'J
Operating Temperature Topr 0 25 70 0 25 70 °c
*  With respect to Vgs {(SYSTEM GND}
@ HITACHI
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HD68000/HD68HCO000

8 ELECTRICAL CHARACTERISTICS
® DC CHARACTERISTICS (Voe = BV 2 6%, Vgg = 0V, Ta= 0 ~ +70°C, Fig. 1, unless otherwise noted.)

HD&8000 HDB8HCO000
Item Symbol | Test Condition - 68 Unit
min max min max
CLK 2.8 Vee
| “High* Vol B
nput “Higl oltage Other Tnputs Vid 2.0 Vee 20 Voo v
Input “Low” Voitage viL Vgs-0.3| 0.8 | Vss~0.3| 0.8
, ., BR, K,
PLy ~ IPL,, VPA, CLK - 25 - 25
t === I 8
Input Leakage Curren LT AES in @5.26Vv — 20 — 20 HA
AS, A\~ Ay, Dy~ Dys
Three-State (Oft Sute) | ¢c, ~ gc,, (DS, A/W, UDS, | Irsy | @24vioav| - | 20| - | 20 | ua
Input Current YMA
AS, A, ~ Ay
Output “High” Voltage| FCy ~ FC,, L Lt% R/TRI Vou lon = -400pAl 2.4 — \Vec-078| - v
VMA, E
E* Vec-075| -
HALT loL=1.6 mA - 0.5 — 0.5
A,~A, BG, FC, ~ FC, oL =32 mA - 05 - 05
Output “Low” Volt Vv
utput “Low” Voltae® gES Ob Mo60mA | - | 08| - | o5 v
AS, D, ~ Dys, LDS, R/W, E, _
0Ds, m loL=56.3 mA — 0.5 - 0.5
=6 MHz
CERAMIC PACKAGE e - | s
Power Dissipati P
ower Dissipation ® [f=125mHz| - [175] - - w
f=8MHz,
PLASTIC PACKAGE Vec <5V, — 0.9
Ta=25°C
f=8 MHz2 — - — 25
Current Dissipation Ip** =10 MHz - - — 30 mA
=125 MHz — — — 35
. Vin =0V,
Capacitance {Package Type Dependent) Cin Ta= 25°C, _ 20.0 _ 20.0 oF
f=1MHz
*With external pull up resistor of 1.1 kQ.
**Without load.
5V
+5V 5V
152074 H 2 A* = 7400
r
9100 29k ;:"n" Eut?tvalem
RES HALT
C 152074 (1)
130pF ;; 700F l Eqmz:lalem
Cy = 130 pF (includes all Parasmcsl
Ry = 6.0k for AS. A, ~A, .
FC,~FC,, LDS, R/W. UD'S Vﬁ‘
A= 1.22k0 for A ,~A,,.BG, FC,~FC,
Figure 1 Test Loads
G HITACHI
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HD68000/HD68HCO000

® AC CHARACTERISTICS (Vgc =5V * 5%, Vgg = OV, Ta = 0~ +70°C, unless otherwise noted.)
CLOCK TiMING

8 MHz 10 MHz 12.5 MH2z
Item Symbol | Test Condition _ . - Unit
min | max [ min | max| min | max

Frequency of Operation f 4.0 80 40 | 100| 40 | 125 MHz
Cycle Time teye 125 ( 250 [ 100 | 250 80 | 250 ns
_ toL Fig. 2 s5| 125 | 45| 125| 35| 125 ns
Clock Pulse Width ton 55| 125 | 45| 125| 35| 125 ns
ai Fal T e, - 10| - 10| - 5 s
ise and Fall Times tos — 10 — 10 _ 5 ns

tl:vl:
r———to | ——— tcH

r— tef

(NOTE)

Timing measuremants are referenced to and from a low voltage of 0.8 volt and high a voltage of 2.0 volts, unless otherwise noted.

The voltage swing through this range should start outside and pass through the range such that the rise or fall will be linear between 0.8 volt and
2.0 voits.

Figure 2 Clock Input Timing
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HD68000/HD68HC000

READ AND WRITE CYCLES

Test 8 MH2 10 MHz | 12,6 MHz
Num. Item Symbol | congition min [ max| min| max | min | max Unit
1 Clock Period teye 126 250 | 100( 260| 80 | 260 ns
2 | Clock Width Low toL 66 | 126 46 | 126] 36 [ 126] ns
3 | Clock Width High tcH 56 | 126| 46 [ 126| 36 | 126| ns
4 Clock Fait Time tot - | 10 -~ | 10| - 6| ns
5 Clock Rise Time tor ~ | 10] -] 10| - 5] ns
8 Clock Low to Address Valid toLAY - | 70| — | 60| — | 66*| ns
8A | Clock High to FC Vatid tCHECV -1 7| -~ | 60| — | 65| ns
7 Clock High to Address, Data Bus
High Impedance (Maximum) tCHADZ - 80| - 70] - | 60| ns
8 Clock High to Address, FC Invalid (Minimum) | tcuagi 0} -]0]|] -]0]| - ns
9! | Clock High to AS, DS Low toHsL | 0| 60| 0| 56| 0 |65 | ns
112 | Address Valid to AS, DS Low (Resd)/
AS Low (Write) tAVSL 30 - | 200 -] O] - ns
11A2 | FC Valid to AS, DS Low (Read)/
AS Low (Write) trCcvsL 60| — 50| - 40] - ns
121 | Clock Low to AS, DS High tewsw | Fig.3, | — | 70| — | 55| — | BO[ ns
132 | AS, DS High to Address/FC Invalid tguar | Fig- 4 30| — | 200 - | 10| - | ns
142 | AS, DS Width Low (Read)/AS Low {Write) tL 240| — |195] — [180| ~ | ns
14A2 | D3 Width Low (Write) tpsL 15| — | 95| — | 80| — | ns
152 | AS, DS Width High sy 150] - |105| — | 66| — | ns
16 Clock High to Control Bus High Impedance toHez - | 8] —| 70{ — [ 60| ns
172 | AS, DS High to R/W High (Read) 1SHRM 40| — | 20| — | 10 —| ns
18! | Clock High to R/W High {CHRH 070, o| 60| 0] 60| s
20" | Clock High to R/W Low (Write) teHRL -1 70| - | s0| - | 60| ns
20A8 | AS Low to R/W Valid (Write} tASRY — | 2] - 20 - | 20| ms
212 | Address Valid to R/W Low (Write} tavRAL 20| -}l 0] -] o -] ns
21A2 | FC Valid to R/W Low {Write) tFCVRL 60| — | 50| - | 30| — | ns
222 | R/W Low to DS Low (Write) “ALSL 80| —{ 50| — [ 30 —~| ns
23 Clock Low to Data Out Valid (Write) toLDo - 70| — 55 - 55| ns
262 | AS, DS High to Data Out Invalid (Write) t§HDO! | 30| -] 2] —| 5] — | ns
262 | Data Out Valid to DS Low (Write) tposL 30| — | 20| - | 18] — | ns
27% | Data In to Clock Low (Setup Time on Read) | tpic 15| —| 10 —| 10] = [ ns
282 | AS, D5 High to DTACK High tSHDAH 0 |245| 0 |190| o0 | 150 ns
29 | AS, DS High to Data In Invalid
(Hold Time on Read) tSHDII 0 -1 0 -| 0 - ns
30 | AS, DS High to BERR High tsmBEM o[ - Jol -To| -] ns
3125 | BTACK Low to Data In (Setup Time) tDALDI - | 90| —| 65 — 50| ns
32 | HALT and RESET input Transition Time RN, £ 0 [200) 0 [200| 0 |200| ns
33 | Clock High to BG Low tCHGL — [ 70| — | 680] — | 80| ns
34 | Clock High to BG High tCHGH -1 70| —| 60| —| 50| ns
90 80 70
35 | BR Low 10 BG Low tBRLGL 15 +5‘55 15 +5‘; 1.5 +3"55 glel:

* 67 for HDEBHCOOO
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HD68000/HD68HCO000

READ AND WRITE CYCLES (CONTINUED)

Test 8 MHz 10 MHz 12.5 MHz .
Num. Item Symbol | condition min| max | min| max | min| max Unit
367 | BR High to BG High tBRHGH 15| 2001 15| 89%) 15| 1% o pe.
37 | BGACK Low to BG High tGALGH 15| B 15| 2% 15| 9% lowper
37A% | BGACK Low to BR High GALBRH 2 C,Lfks 20 C,L‘iks 20 C:O:’ ns
38 BG Low to Control, Address, Data Bus
High Impedance (AS High) 6Lz -| 80| - 70| -| 60| ns
39 | BG width High GH 15| - [ 18] - | 18] — |CkPer
40 | Clock Low to VMA Low tCLVML - 70| -| 70| - 70| ns
41 Clock Low to E Transition tCLET - 70| - 65 | — 45 ns
42 E Output Rise and Fall Time ey, § - 25| - 25| - 25 ns
43 | VMA Low to E High tYMLEH 2000 - |150] - | 90| - ns
44 | AS, DS High to VPA High tsHyPH | Fig.3, | 0| 120 0| 90| o | 70| ns
45 E Low to Controi, Address Bus Invalid Fig. 4
{Address Hold Time) teLCAl 30 - 10 - 10 - ns
46 | BGACK Width Low tGAL 16 — | 15| — | 18] — |[CikPer
475 | Asynchronous Input Setup Time tas) 200 — | 20f - | 20| - ns
48 | BERR Low to DTACK Low 1BELDAL 200 — | 20f — ] 200 — [ ns
49? | AS, DS High to E Low tSHEL —70| 70| -55| 55 |—45] 45| ns
50 E Width High teH 450 - 350 — | 280 - ns
51 E Width Low gL 700 - | 550 — | 440 - ns
53 Clock High to Data Out Invalid CHDO!I 0 - 0 - 0 - ns
54 E Low to Data Out Invalid tELDOI 30| - 200 - 15| - ns
55 R/W to Data Bus Driven tRLDBD 30| - 2| - 10| - ns
564 | HALT/RESET Pulse Width tHRPW 10| — | 0| — | 10| -~ |CkPer
57 BGACK High to Control Bus Driven tGABD 18| - 1.6 - 16| ~ |Ck.Per
58’ | BG High to Control Bus Driven tGHBD 15y — | 18] ~ | 18] — [Ck.Per
NOTES:

pAwown

o

©coNo

914

For a loading capacitance of less than or equal to 50 picofarads, substract 5 nanoseconds from the value given in the maximum columns.
Actuel value depends on clock period.
If #47 is satisfied for both DTACK and BERR, #48 may be O nanoseconds.

. For power up, the MPU must be hetd in RES state for 100 ms to allow stabilization of on-chip circuitry. After the system is powered up,

#56 refers to the minimum pulse width required to reset the system.

. If the asynchronous setup time {#47) raquirements are satisfied, the DTACK |ow-to-data setup time (#31} requirement can be ignored.

The data must only satisfy the date-in clock-low setup time (# 27) for the following cycle.

When AS and R/W are squally loaded (220%), subtract 10 nanoseconds from the values given in these columns.

The processor will negate BG and begin driving the bus again if external arbitration lagic negates BH before asserting BGACK.
The minimum value must be met to guarantee proper operation. If the maximum value is exceeded, BG may be reasserted.

. The falling edge of S6 triggers both the negation of the strobes {AS and xDS) and the falling sdge of E. Either of these events can occur

first, depending upon the foading on each signal. Specification #49 indicates the absolute maximum skew that will occur between the
rising edge of the strobes and the falliing edge of the E clock.
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HD68000/HD68HCO000

These waveforms should only be referenced in regard to the output signals. Refer to other functional descriptions and
edge-to-edge measurement of the timing specifications. They their related diagrams for device operation.
are not intended as a functional description of the input and

CLK _/ Sr_] 5t_/\r_/K
@ | ot 3 0) 2
FCo—FCy b
O=nl=
®— - e
Al~Ay H—
A ] B )'t @ ,.7
Q| k= E;‘\)@
toss /- k! Vi
@j"LQ
R/W /
o ) @
BTACK \[
@ & =]
‘I l:._ 204 e
Data In g 5.__.

—g @
BERA/BR
(Note 2)

@ l— @y |-
—®
69—

HALT/RESET
—a

Asynchronous iy @

Input >§
{Note 1)

NOTES:
1. Setup time for the synchronous inputs BGACK, IPLy.3 and VPA guarantees their recognition at the next falling edge of the clock.
2. BR need fall at this time only in order to insure baing recognized at the end of this bus cycle.

3. Timing measurements are referenced to and from a |ow voltage of 0.8 volt and a high voitage 2.0 volts, unless otherwise noted.
The voltage swing through this range should start outside and pass through the range such that the rise or fall will be linear between
0.8 volt and 2.0 volts,

Figure 3. Read Cycle Timing
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HD68000/HD68HCO000

These waveforms should only be referenced in regard to the signals. Refer to other functional descriptions and their related
edge-to-edge measurement of the timing specifications. They are diagrams for device operation.
not intended as a functional description of the input and output

50 St S2 S3 sS4 S5 S6 §7 ®
e/ ' A
@ ® @f
FCoFC; |
e
Ay-Axp ]
o+ |1 @ |t
s e N ® A
@ ®-:®-‘“ - |]®
<—®——
iosiuos £ - @B\ @—
9 @‘—.

2
8
1
T
®

BERR/BR @ l._ \
(Note 2) ® —@
o
- &
HALT/RESET
Asynchronous ~~—@
Inputs
(Note 1)

NOTES:

1. Timing measurements are refarenced to and from a low voltage of 0.8 voit and a high voltage of 2.0 volts, unless otherwise noted.
The voltage swing through this range should start outside end pass through the range such that the rise or fal! will be linear between
0.8 voit and 2.0 volts.

2. Becsuse of loading veriations, R/W may be valid after AS sven though both are initiated by the rising edge of $2 {Specification 20A).

Figure 4. Write Cycle Timing
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HD68000/HD68HC000

® HMCS6800 TIMING

Test 6 MHz 8 MHz 10 MHz | 12.5 MHz
Num. {tem Symbol . Unit
Condition| min | max| min | max| min | max| min | max
12 | Clock Low to AS, DS High CLSH — | 8| -] 70| -| s8] -~ | BO| ns
18 | Clock High to R/W High tCHRH o| 8| o| 70/ o| 60| 0 | 80| ns
20 | Clock High to R/W Low (Write) CHRL — | 8] -] 70| - | 60] — | 60| ns
23 Clock Low to Data Out Valid (Write) CLDO - 80| — [ 70| - 65| -~ 55| ns
27 Data In to Clock Low (Setup Time on Read) | toeL 25| — 15| -~ 10| - 10| - ns
29 | AS, DS High to Data In Invalid
{Hold Time on Read) SHDI Fig.5, | o | - | 0| -] O] - O - ns
40 | Clock Low to VMA Low tcovme| Fig.6 [ — | 80] — | 70| — | 76| — | 70] ns
41 Clock Low to E Transition toLET - 35| - 70| - 56| — | 45| ns
42 E Output Rise and Fall Time ter ¢ | - 25| - 25| — 25| - 25| ns
43 | VMA Low to E High MLEH 240 — [ 200] — 150 - | 90| - ns
44 | AS, BS High to VPA High tSHVPH 0160 0 [120] 0| 90| O | 70| ns
45 € Low to Control, Address Bus Invalid teLCAl 35 - 30| - 10| - 10| - ns
{Address Hold Time)
47 Asynchronous [nput Setup Time tASH 26| - 20| - 2! - 2| - ns
491 | ‘AS, DS High to E Low GHEL 80| — [-70] 70| -55| 55| —45! 45| ns
50 E Width High t€H 600| — | 450| — | 350] — | 280} - ns
51 € Width Low gL 900 — | 700] — | 6S0] — | 440| - ns
64 E Low to Data Out Invalid tgLDOI 40| - 30| - | 20 - 15| - ns
NOTE:

1. Th. hlllnp 'dp of S8 triggers both the negation of the strobes (E and xﬁS) lnd the nllmg edge of E. Either of these events can occur first,

n the losdl

the nrobu nnd the falling odou of the E ciock.

g on sach signal. Specification #49 i

SO S1 528354 ww ww wwwwwww w S5S6 87 SO

skew that will occur between the rising edge of

CTERS AW R YA VA WAVA VAWAWAWE Y W/
J - —®
A—Ay T —
= ——e @~k
-] -p—@ . "‘—.@
R/W T‘ ’l: L
N A i I ®
' @— T —®
VNA h 8 o X
——to] -—@
ot —
Dsts In b

NOTE: This timing disgram is included for thoss who wish to design their own circuit to generate VMA. 1t shows the best cass possibly attainable.

Figure 5. HD880O Timing—Best Case
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HD68000/HD68HC000

SOSIS2S3SAW W WWWWWWWWWWWWWW WWWWWWWWWw ww S558 8750

oLk \J‘\J’\J\J\/\MAJ\/\N\MJ\AML/T\/
J— &5
Ay-An |
@1
AS
®~ rRH® B -
R/W r A
[f—@ - — @ —@3
E / — & ]
I‘-@ R ¢
VPA N o —{—@
— @@ —
VNA 8
—e] ——-—@ — -—@
Dats Out
O—o 1O
Data in — b——

NOTE: This timing diagram is included for those who wish to design their own circuit to generata VMA. It shows the worst case possibly attainable.
Figure 6. HD680O0 Timing—Worst Case

BUS ARBITRATION

Test 8 MHz 10 MHz { 12.5 MHz
Num, {tem Symbol . Unit
Condition| min | max |[min [ max | min| max

7 Clock High to Address, Data Bus

High impedance tCHADZ - 80 | — 70| - 60| ns
16 Clock High to Control Bus High Impedance tCHCZ - 80 | - 70| - 80| ns
33 | Clock High to BG Low tCHGL - | 70| -] 80| —| 50| ns
34 | Clock High to BG High CHGH -] 70]|- | 60| —| 50| ns
I
35 | BR Low to BG Low teRLGL 15| 2% (15| 2% 15| 79%lok.pec
381 | BR High to BG High tanucH 15| N%115 | 2% 1.5 79%IcK Per.
— = . Fig. 7~ 90ns 80ns 70ns
37 BGACK Low to BG High tGALGH F:: ° 1.5 ;35 |15 |+a5| 15| 43,5 [Clk-Per
3742 | BEACK Low to BR High tGALBRH 20 |3 20 |15 20 | 18] ns
38 | BG Low to Control, Address, Data _ _ _
Bus High Impedance (AS High) toLz 80 70 60 | ns
39 BG Width High tan 15) — |15 - [ 1.5] — [CkPer.
46 | BGACK Width Low GAL 15] - [15] — [15] - [ck.Per
47 Asynchronous Input Setup Time tas 20 - (20| - 20| -~ ns
57 BGACK High to Control Bus Driven GABD 16 -~ [16] - [15] — [Ck.Per
58! | BG High to Control Bus Driven GHBD 15| - |15| ~ | 1.5] — [Ck.Per

NOTES:
1. The processor will negate BG and begin driving the bus again if externs! arbitrstion logic negates BR before asserting BGACK.
2. The minimum value must bs met to guarantee proper operstion. 1f the maximum velue is exceeded, BG may be reasserted.
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HD68000/HD68HCO000

Figures 7, 8, and 9 depict the three bus arbitration cases that
can arise. Figure 7 shows the timing where AS is negated when
the processor asserts BG (Idle Bus Case). Figure 8 shows the
timing where AS is asserted when the processor asserts
(Active Bus Case). Figure 9 shows the timing where more than
one bus master are requesting the bus. Refer to Bus Arbitration
for a complete discussion of bus arbitration.

The waveforms shown in Figures 7, 8, and 9 should only be
referenced in regard to the edge-to-edge measurement of the
timing specifications. They are not intended as a functional
description of the input and output signals. Refer to other func-
tional descriptions and their related diagrams for device opera-
tion.

08/UDS 4
VMA A

v

R/W vy
FCo—FC; 4
A-Ap 4
Do—Dys 4

Figure 7. Bus Arbitration Timing Diagram — Idle Bus Case
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HD68000/HD68HCO000

§? S0 sV 82
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Figure 9. Bus Arbitration Timing Diagram — Multiple Bus Requests

G HITACHI
920 Hitachi America, Ltd. e Hitachi Plaza 2000 Sierra Point Pkwy. » Brisbane, CA 94005-1819  (415) 589-8300



HD68000/HD68HCO000

8 INTRODUCTION Programming Model

As shown in the programming model, the 68000 offers seven- n 1615 87 o
teen 32-bit registers in addition to the 32-bit program counter T T Do
and a 16-bit status register. The first eight registers (DO ~ D7) - : : o1
are used as data registers for byte (8-bit), word (16-bit), and [~ i I o2
long word (32-bit) data operations. The second set of seven — ! ! o3 Eicne
registers (AQ ~ A6) and the system stack pointer may be used - ' : -] Da"t:
as software stack pointers and base address registers. In addi- = f | P4 Registers
tion, these registers may be used for word and long word - : ! _Jos
address operations. All 17 registers may be used as index regis- L ! : Jos
ters. | { 07

The status register contains the interrupt mask (eight levels N 1615 0

available) as well as the condition codes; extend (X), negative
(N), zero (Z), overflow (V), and carry (C). Additional status

bits indicate that the processor is in a trace (T) mode and/or A2 Seven

»
w

in a supervisor (S) state. — — " Address
- — Registers
Status Register L Jre
A5
User Byte a6
System Byte {Condition Code Register) e e e e
/ A\ N/ A\ L User Stack Ponter -]A 7 Two Stack
{ 13 10 9 8 4 32 10 C Po————— A7 pointers
N N ‘ - D e e ER e e T ST W W -
ENENNAAINNNHADENE NIIHEEB
— — . . I Program
Extend beccamadd Counter
Trace Mode xte 15 87 0
Supervisor [Svstem Byte | sar Byte | 's;:g'::or
State Interrupt Zero
Mask
Overtlow Table 1 Addressing Modes
Carry
Unused, read as zero. Mode Generation
Register Direct Addressing
Data Regifter Diredt EA = Dn
® DATA TYPES AND ADDRESSING MODES Address Register Direct EA = An

Five basic data types are supported. These data types are: Absolute Dats Addresing

(1) Bits Absolute Short EA = (Next Word)}
(2) BCD Digits (4 bits) Absolute Long EA = (Next Two Words)
(3) Bytes (8 bits) Program C Relative Addremsing

EA = (PC} + dys
EA = (PC) + (Xn) +d,

Relative with Offset
Relative with Index and Offset

(4) Word (16 bits)
(5) Long Words (32 bits)

In addition, operations on other data types such as memory Register Indirect A "
address, status word data, etc., are provided for in the instruc- Register Indirect EA = (An)
tion set. Postincrement Register Indirect EA = (AN}, An «An +N
The 14 addressing modes, shown in Table 1, includes six Predecrement Register indirect An <« An — N, EA = (An}
basic types: Register Indirect with Offset EA = (An) +d\¢
indexed Register Indirect with Offset EA = (An) + {Xn) +d,

(1) Register Direct

(2) Register Indirect

(3) Absolute

(4) Immediate

(5) Program Counter Relative

(6) Implied
Included in the register indirect addressing modes is the capa-
bility to do postincrementing, predecrementing, offsetting and
indexing. Program counter relative mode can also be modified
via indexing and offsetting.

1 "™

A ddrecsi
Data ]

immediate
Quick Immediate

DATA = Next Word(s}

inherent Data

Implied Addressing
Implied Register

EA = SR, USP, 5P, PC

{NOTES)

EA = Effective Address
An = Address Register
On = Data Register

dy¢ = Sixteen-bit Offset

(displacement)

N =1 for Byte, 2 for

Xn = Address or Dats Register used
as Index Register

SR = Status Register

PC = Program Counter

Words and 4 for Long
Words. If An is the stack
pointer and the operand
size is byts, N=2 t0 keep
the stack pointer on a

{ )} =Contents of
d, = Eight-bit Offset
{displacemeant)

G HITACHI
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® INSTRUCTION SET OVERVIEW

The 68000 instruction set is shown in Table 2. Some addi-
tional instructions are variations, or subsets, of these and they
appear in Table 3. Special emphasis has been given to the in-
struction set’s support of structured high-level languages to facil-
itate ease of programming. Each instruction, with few excep-
tions, operates on bytes, words,

instructions can use any of the 14 addressing modes. Combining
instruction types, data types, and addressing modes, over 1000
useful instructions are provided. These instructions include
signed and unsigned multiply and divide, “quick” arithmetic
operations, BCD arithmetic and expanded operations (through

traps).

and long words and most

Table 2 Instruction Set
Mnemonic Description Mnemonic Description Mnemonic Description
ABCO Add Decimal with Extend EOR Exclusive Or PEA Push Effective Address
:33 :‘*’M And :ig :i"f"';:?:"“"“" RESET Resat External Devices
ASL Aozhmo ic Shift Left Ll e ROL Rotate Left without Extend
ot . tic Shift Le Jmp Jump ROR Rotate Right without Extend
ASR Arithmatic Shift Right SR Jump to Subroutine ROXL Rotate Left with Extend
8cc Branch Conditionally LEA Load Effective Address ROXR Rotate Right with Extend
BCHG Bj‘ Test and Change LINK Link Stack RTE Return from Exception
BCLR Bit Test and Clear LSL Logical Shift Left RTR Return and Restore
BRA B(-nch Always LSR Logical Shift Right RTS Return from Subroutine
g:r :‘r‘.;';“"‘: i“ ’ MOVE Move SBCD Subtract Decimal with Extend
TSt Bit Tort © Subroutine MOVEM Move Multiple Registers See Set Conditional
i i _ MOVEP Move Peripheral Data STOP Stop
CHK Chack Register Against Bounds  muLs Sighed Multiply suB Subtract
CLR Clesr Opersnd MULVY Unsignad Multiply SWAP Swap Data Register Halves
Cmp Compare NBCD Negate Decimal with Extend TAS Test and Set Operand
DBec Test Condition, Decremant and NEG Negate TRAP Trap
Granch NOP No Oparation TRAPV Trap on Overflow
DIVS Signed Divide NOT One’'s Complement TST Test
Divu Unsigned Divide OR Logical Or UNLK Unlink
Table 3 Variations of instruction Types
instruction . Instruction . L
Type Varistion Description Type Variation Description
ADD ADD Add MOVE MOVE Move
ADDA Add Address MOVEA Move Address
ADDQ Add Quick MOVEQ Move Quick
ADDI Add Immediate MOVE from SR | Move from Status Registar
ADDX Add with Extend MOVE to SR Move to Status Register
AND AND Logical And MOVE to CCR | Move to Condition Codes
AND! And Immediate MOVE USP Maove User Stack Pointer
ANDI to CCR And I»mmodiate 10 NEG NEG Negate
Condlﬂion Codes NEGX Negate with Extend
ANDI ta SR :‘:‘:u:n::‘:': to OR OR Logicsl Or
ORI Or Immediate
CMP CMP Compare ORI to CCR Or Immediate to
CMPA Compare Address Condition Codes
CMPM Compare Memory ORI to SR Or Immodi_ato to
CMPI Compare Immediate Status Register
EOR EOR E xclusive Or suB sus Subtract
EORI Exclusive Or Immediate SUBA Subtract Address
EQRI to CCR Exclusive Or Immediate SuB! Subtract Immediate
to Condition Codes susQ Subtract Quick
EORI to SR Exclusive Or immediate SUBX Subtract with E xtend
to Status Register
G HITACH)
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® REGISTER DESCRIPTION AND DATA ORGANIZATION
The following paragraphs describe the registers and data
organization of the 68000.

® OPERAND SIZE

Operand sizes are defined as follows: a byte equals 8 bits,
a word equals 16 bits, and a long word equals 32 bits. The
operand size for each instruction is either explicitly encoded
in the instruction or implicitly defined by the instruction
operation. Implict instructions support some subset of all three
sizes.

¢ DATA ORGANIZATION IN REGISTERS

The eight data registers support data operands of 1, 8, 16,
or 32 bits. The seven address registers together with the active
stack pointer support address operands of 32 bits.

DATA REGISTERS

Each data register is 32 bits wide. Byte operands occupy
the low order 8 bits, word operands the low order 16 bits, and
long word operands the entire 32 bits. The least significant bit
is addressed as bit zero: the most significant bit is addressed
as bit 31.

When a data register is used as cither a source or destination
operand. only the appropriate low-order portion is changed:
the remaining high-order portion is neither used nor changed.

15 14 13 12 11 10 _ 8

ADDRESS REGISTERS

Each address register and the stack pointer is 32 bits wide
and holds a full 32 bit address. Address registers do not support
byte sized uperands. Therefore, when an address register is used
as a source operand. either the low order word or the entire
long word operand is used depending upon the operation size.
When an address register is used as the destination operand, the
entire register is affected regardless of the operation size. If the
operation size is word, any other operands are sign extended
to 32 bits before the operation is performed.

® DATA ORGANIZATION IN MEMORY

Bytes are individually addressable with the high order byte
having an even address the same as the word. as shown in
Figure 10. The low order byte has an odd address that is one
count higher than the word address. Instructions and multibyte
data are accessed only on word (even byte) boundaries. If a
long word datum is located at address n (n even), then the
second word of that datum is located at address n + 2.

The data types supported by the 68000 are: bit data, integer
data of 8, 16, or 32 bits, 32-bit addresses and binary coded
decimal data. Each of these data types is put in memory, as
shown in Figure 11. The numbers indicate the order in which
the data would be accessed from the processor.

7__6 5 _4 3 2 1 [+]

Wi

Byte 000000 0rg 000000 Byte 000001
Word 000002

Byte 000002 9 Byte 000003

.
e g 4

Word FFFFFE

Byte FFFFFE Byte FFFFFF

Figure 10 Word Organization in Memory

G HITACHI
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Bit Data
1 Byte = 8 Bits
7 6 5 4 3 2 1 0
integer Data
1 Byte = 8 Bits
16 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

" |mse Byte 0 LsB Byte 1 n+1
n+2 Byte 2 Byte 3 n+3

1 Word = 16 Bits
15 14 13 12 11 10 9 8 7 -] 5 4 3 2 1 0

" Imse Word 0 Lsa| "1
n+2 Word 1 n+3
n+4 Word 2 n+5

1 Long Word = 32 Bits
15 14 13 12 11 10 9 8 ? [] 5 4 3 2 1 0

n Mmss High Order n+l
- == LongWord 0 = = == = = = = = = = - ———— —_————- -————
n+2 Low Order LSB n+3
n+4 n+5
——mlongWold lee - —m — s e e c e ccc e s == - - - - - ——— - -
n+6 n+7
n+g n+g
- = elongWord 2= == = = == == = _—— e m e e, ————————— -
n+10 n+11

Addresses
1 Address = 32 Bits
15 14 13 12 11 10 8 8 7 (] 5 4 3 2 1 0

n |MSB High Order n+l
e - = ACATeSS (o e e — e = e = - —— [ ——
n+2 Low Order LS8 n+3
n+4 n+5
- = —~ Address 1= —= — = = - ———— - = - - - —— - = - ]
n+6 n+?
n+8 n+9
b == AddresS 2 i e e e - = - - -———————— - —— - - -
n+10 n+11

MSB = Most Significant Bit
LSB = Least Sigmificant Bit R
Decimal Data
2 Binary Coded Decimal Digits = 1 Byte
1 14 13 12 11 10 9 B 7 & 5 4 3 2 1 0

MSOD
B8CDO BCO1 LSO BCD2 8CD3 n+1

n+2 BCD4 BCDS BCD& 8CD?7 n+3

3

MSD = Most Significant Digit
LSD = Least Significant Digit

Figure 11 Data Organization in Memory

G HITACHI
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¢ ADDRESSING
Instructions for the 68000 contain two kinds of information:

the type of function to be performed, and the location of the
operand(s) on which to perform that function. The methods
used to locate (address) the operand(s) are explained in the
following paragraphs.
Instructions specify an operand location in one of three
ways:
Register Specification — the number of the register is given
in the register field of the instruction.
Effective Address — use of the different effective address
modes.
Implicit Reference — the definition of certain instructions
implies the use of specific registers.

® INSTRUCTION FORMAT

Instructions are from one to five words in length, as shown
in Figure 12. The length of the instruction and the operation
to be performed is specified by the first word of the instruction
which is called the operation word. The remaining words
further specify the operands. These words are either immediate
operands or extensions to the effective address mode specified
in the operation word.

® PROGRAM/DATA REFERENCES

The 68000 separates memory references into two classes:
program references, and data references. Program references, as
the name implies, are references to that section of memory that

15 14 13 12 ] 10 9

contains the program being executed. Data references refer to
that section of memory that contains data. Operand reads are
from the data space except in the case of the program counter
relative addressing mode. All operand writes are to the data
space.

® REGISTER SPECIFICATION

The register field within an instruction specifies the register
to be used. Other fields within the instruction specify whether
the register selected is an address or data register and how the
register is to be used.

® EFFECTIVE ADDRESS

Most instructions specify the location of an operand by using
the effective address field in the operation word. For example,
Figure 13 shows the general format of the single effective address
instruction ‘operation word. The effective address is composed
of two 3-bit fields: the mode field, and the register field. The
value in the mode field selects the different address modes. The
register field contains the number of a register.

The effective address field may require additional informa-
tion to fully specify the operand. This additional information,
called the effective address extension, is contained in the
following word or words and is considered part of the instruc-
tion, as shown in Figure 12. The effective address modes are
grouped into three categories: register direct, memory address-
ing, and special.

2 [] S 4 3 2 1 0

Operation Word
(First Word Specifies Operation and Modas)

Immediate Operand
{If Any, One or Two Words)

Source Etfective Address Extension
{1f Any, One or Two Words)

Destination Effective Address Extension
(if Any, One or Two Words}

Figure 12

Instruction Format

5 4 3 2 1 (1]

X x Etfective Address
Mode 1 Register

Figure 13 Single-Effective-Address Instruction Operation Word General Format

@ HITACH!
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REGISTER DIRECT MODES Data Register Direct
These effective addressing modes specify that the operand The operand is in the data register specified by the effective
is in one of the 16 multifunction registers. address register field.
EXAMPLE COMMENTS
MPY MEMORY ¢EA=Dn
L —
s001F00| N AscD
® Machine Leve! Coding
/\/
N MOVE DO, $1F00
00
0011 0001 1100 0000
ove
Word __| Reg #0
/—\_/ Absolute
Short
Data
Register
owL 3100 Direct
MOVE DO, $1F00 OWL +2 1F00
/'\—/
Address Register Direct
The operand is in the address register specified by the effec-
tive address register field.
EXAMPLE COMMENTS
e EA = An
MPU MEMORY
! L}
[00001234] A4 $201000 1234 o Machine Level Coding
- —— MOVE A4, $201000
0011 0011 1100 1100
Move Reg #4
Word Absolute
Long
Address
owL 33CC R_ogistnr
OWL +2 0020 Direct
MOVE A4,$201000 ., 1000
G HITACH!
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EXAMPLE COMMENTS
®EA = An
mPY MEMORY ® Address Register Sign Extended
/\ ® Machine Level Coding
K~ MOVE $201000, A4
$201000 1234
00001234] A4 0011 1000 0111 1001
—— Move
Word Absolute
Long
eg#4
Addrass
i Registar
T S Direct
owL 3878
MOVE $201000, A4 OWL*2 0020
OWL +4 1000
MEMORY ADDRESS MODES Address Register Indirect

These effective addressing modes specify that the operand
is in memory and provide the specific address of the operand.

The address of the operand is in the address register specified
by the register field. The reference is classified as a data refer-

ence with the exception of the jump and jump to subroutine

instructions.
EXAMPLE COMMENTS
MPU MEMORY *EA = {An)
/ $001000 1234
#® Machine Level Coding
[XxXx1234] DO
(_/‘i/_/ MOVE (A0), DO
0011 0000 0001 0000
M Reg #0
ove
A0 Word ata *
S N ——— Register
T~ — Direct
owt 3010 Reg A st
Register
MOVE (AC), DO Indirect)
G HITACHI
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Address Regi Indirect With Posti

The address of the operand is in the address register specified
by the register field. After the operand address is used, it is
incremented by one, two, or four depending upon whether
the size of the operand is byte, word, or long word. If the

address register is the stack pointer and the operand size is
byte, the address is incremented by two rather than one to
keep the stack pointer on a word boundary. The reference is
classified as a data reference.

EXAMPLE COMMENTS
® £A = (An); An + M—=An
MPU MEMORY Whare An —= Address Register
M —=1,2,0r4
{Depending Whether
Byte, Word, or
00000100| A4 $100 AE12 Long Word)
® Machine Level Coding
00000102 /\—/ MQVE (A4) +, $2000
M — 0011 0001 1101 1100
$2000 AE12 - A
b~ Move | %9
s Word Absolute
Short  ZRiwith
owL 31DC Increment
OwL +2
MOVE {A4) + 82000 2000

Address Register Indirect With Predecrement

The address of the operand is in the address register specified
by the register field. Before the operand address is used, it is
decremented by one, two, or four depending upon whether
the operand size is byte, word, or long word. If the address

register is the stack pointer and the operand size is byte, the
address is decremented by two rather than one to keep the
stack pointer on a word boundary. The reference is classified
as a data reference.

EXAMPLE COMMENTS
® An — M—=An; EA = (An)
MPU MEMORY Where An —» Address Register
M —=120r4
T~ {Depending Whether
Byte, Word, or
2 Long Word)
00000100] A3 $SO0FE 1234 N . "
$0100 ® Machine Level Coding
L/ MOVE - {A3), $4000
11 0001 1110 0011
$4000 1234 ARI
L Move with
L__  Predic-
T ~— Word Apasiute ro'v.:'l:l
Short
owL 31E3 Reg #3
OWL +2 4000
MOVE — (A3), $4000
GO HITACHI
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Address Register Indirect With Displacement

This address mode requires one word of extension. The ad-
dress of the operand is the sum of the address in the address

EXAMPLE
MPU
$1100
00001000] AC
$3000

MOVE $100(A0), $3000

ADDRESS
CALCULATION:
A0 = 00001000
dys = 00000100
00001100

Address Register Indirect With Index

This address mode requires one word of extension. The
address of the operand is the sum of the address in the address

owL
OWL +2
OWL +4

register and the sign-extended 16-bit displacement integer in

MEMORY

31E8

0100

3000

\/’\/

the extension word. The reference is classified asa data refer-
ence with the exception of the jump to subroutine instructions.

COMMENTS
® EA = An +d,,
Where An —ePointsr Register
d,¢ —= 16-8it Displacement
@ d,¢ Displ. is Sign € ded
® Machine Level Coding

MOVE $100(A0), $3000

0011 0001 1110 1000
Absolute Reg #0
Short

Move ARI

Word with

Displacement

eight bits of the extension word, and the contents of the index

register, the sign-extended displacement integer in the low order

register. The reference is classified as a data reference with the
exception of the jump and jump to subroutine instructions.

EXAMPLE COMMENTS
® EA = An + Rx +d,
MPU MEMORY Where
An —e Pointer Register
/\_/ Rx — Designated Index Register,
(Either Address Register or
$1000 2345 < Data Register)
5 d. — 8-Bit Displacement
[0000ZBD¢] Do ® Rx & dy are Sign Extended
¢ Ax may be Word or Long Word
[00002000] A0 Long Word may be Dasignated with Rx .4
® Machine Level Coding
$4BEOQ 2345 A
MOVE $04(A0, DO), $1000
e 0011 0001 1111 0000
Move Absolute Reg #0
Word Short
ARI
with
1F0
MOVE $04(40, DO}, owf"‘; 3 ndex
+ 0004
$1000 WL vs oo 0000 0000 oooo 0100
+
ADDRESS 71 i I
CALCULATION: D/A / Word fiat
A0 = 00002000 Reg #0 onstant Zeros
DO = 000028DC
d_= 00000004
00004BEQ
@ HITACHI
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SPECIAL ADDRESS MODE

The special address modes use the effective address register
field to specify the special addressing mode instead of a register
number.

Absolute Short Address

This address mode requires one word of extension. The ad-
dress of the operand is the extension word. The 16-bit address
is sign extended before it is used. The reference is classified
as a data reference with the exception of the jump and jump
to subroutine instructions.

930

EXAMPLE COMMENTS
® EA = (Next Word)
MPU MEMORY ® 16-8it Word is Sign Extended
T N —
® Machine Level Coding
% NOT.L $2000
$2000| FFFF +0000 0100 gilo om 1%
$2002| 0000 =+ FFFF LW
/\/ Not Instruction ;:;f"""
NOT 000 owL 4688
L2 OWL +2 2000
/_\—/
EXAMPLE COMMENTS
¢ EA = (Next Word)
MPU MEMORY ¢ 16.Bit Word is Sign Extended
T ~—
$1000 1234 « Machine Lovel Coing
MOVE $1000, $2000
$2000 1234 7 0011 0001 11111000
ove Absolute
Word Short
- S Absolute
T~ Short
31F8
MOVE $1000, $2000 owe
OowL +2 1000
OWL +4 2000
T S —
G HITACHI
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Absolute L.ong Address
This address mode requires two words of extension. The
address of the operand is developed by the cc ion of

first extension word; the low-order part of the address is the
second extension word. The reference is classified as a data

£

the extension words. The high-order part of the address is the

r with the exception of the jump and jump to sub-
routine instructions.

EXAMPLE COMMENTS
® EA = {Next Two Words)
MPU MEMORY
$14000 ( 0001 »FFFF ® Machine Level Coding
- — NEG $014000
0100 0100 Q111 1001
3
Size
NEG Absolute
/\_/ Instruction Long
OWL 4479
+ 1
NEG $014000 oW +2 000
OWL +4 4000
T ~N—

Program C With Displ

the extension word. The value in the program counter is the ad-

This address mode requires one word of extension. The
address of the operand is the sum of the address in the program
counter and the sign-extended 16-bit displacement integer in

dress of the extension word. The reference is classified as a pro-
gram reference.

EXAMPLE COMMENTS
®EA=(PC)+d,,
MPU MEMORY @ di¢ is Sign Extended
® Machine Level Coding
 ~— MOVE (LABEL), DO
XXABCD| DO 0011 0000 0011 1010
PC with
$8000 303A Move  Data Displscement
Word  Register
$8002 1000 Direct
MOVE {LABEL), DO
ADDRESS
CALCULATION:
PC = 00008002 N
d = 00001000
00000002 < LABEL >$9002 ABCD
T S ——
@ HITACHI
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Program Counter With Index

This address mode requires one word of extension. This
address is the sum of the address in the program counter, the
sign-extended displacement integer in the lower eight bits of
the extension word, and the contents of the index register.
The value in the program counter is the address of the extension
word. This reference is classified as a program reference.

EA = (PC) + (Rx) +d.

N (NOTE)
PC Value tnstruction
Extension Word
N 15 14 13 12 11 10 9 8 7 6 5 4 3 2 10

P/Al Register lWILI 0 IO I 1] I Displacement Integer

8 .
Aﬁ?,",‘,"ﬂ, l PC + d, ——e D/A : Data Register = 0, Address Register = 1
Data Table Register : Index Register Number

TD.:'! W/L  : Sign-extented, low order Word integer
e : N
Desired Data in Index Register = 0
Location in Table } PC+dy + Rx Long Word in Index Register = 1
EXAMPLE COMMENTS
® EA = (PC} + (Rx) + da
MPU MEMORY Where
PC —»Current Program Counter
/—\/ Rx—eDesignated index Register
(Eithorablu or Address Register)
dy —»-8-Bit Displacement
[XXxx345¢] 00 $8000 3038 © Rx and d, are Sign Extended
$8002 8010 ® Rx may be Word or Long Word
00001010 ) AD Long Word is Designated with Rx.L
- o Machine Level Coding
/—\./
<LABEL> MOVE (LABEL) (A0}, DO
L8012
0011 0000 0011 1011
% Move with
Word Index
Data Ragister
Direct
MOVE (LABEL] (AD), DO *000 0000 00010000
ADDRESS $9022 3456 Address ;-Bit Displacement
CALCULATIONS: Register |
PC = 00008002 Register | Constant Zeros
A0 = 00001030 Number
_d = 00000010 index Length
00009022 T N
G HITACHI
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immedists Dats Extension Word
This address mode requires either one or two words of ex-
tension depending on the size of the operation. 15 87 0
Byte operation — operand is low order byte of extension o 000000 0! Byte |
word
n or
Word operation — operand is extension word 15 o
Long word operation — operand is in the two extension [ Word l
words, high-order 16 bits are in the first extension word, 15 or 0
its i d i . ;
low-order 16 bits are in the second extension word }____ LongWord— — - ———— _ ﬁ""—?;“i'i . _]
Low Order
EXAMPLE COMMENTS
©® Data = Next Word({s}
MPU MEMORY © Data is Sign Extended
for Address Register
T N— but not Data Register
® Machine Level Coding
—_00001000 AQ
\ MOVE #$1000, A0
% 0011 0000 0111 1100
. __
Aeg #0 Immediate
Data
Move
T ~— Word Address
/\/ Register
Direct
owL 307C
\
MOVE #$1000, A0 owL +2 1000
EXAMPLE COMMENTS
® Inherent Data
MPU MEMORY @ Data is Sign Extended to Long Word
© Destination must be a Data Register
T ~~— ® Machine Level Coding
03 MOVEQ #8354, D3
-~ 0111 011 0 0101 1010
T ¥ I
Reg #3 Fixed Immediate

Move Zero  Data
Quick

owL 7664

MOVEQ #$5A, 03
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Condition Codes or Status Register
A selected set of instructions may reference the status regis-
ter by means of the effective address field. These are:

ANDI to CCR
ANDI to SR
EORI to CCR
EORI to SR EXAMPLE COMMENTS
] ® EA = {Next Word)
ORI to CCR MPU MEMORY « Note: This Exampla is a Privileged
ORI to SR Instruction
mgxg :s ggR i N © Machine Level Coding
MOVE from SR A’;’— 0010 MOVE §1020, SR
y T ~—— 0100 0110 1111 1000
ove 10 bsolute
[0010) Short
T~
owL 46F8
MOVE $1020, SR owL +2 1020
V‘\_/

® EFFECTIVE ADDRESS ENCODING SUMMARY
Table 4 is a summary of the effective addressing modes dis-
cussed in the previous paragraphs.

Table 4 Effective Address Encoding Summary

Addressing Mode Mode Register
Data Register Direct ' 000 register number
Address Register Direct 001 register number
Address Register Indirect 010 register number
Address Register Indirect with .
Postincrement 011 register number

Address Register Indirect with
Predecrement

Address Register Indirect with

100 register number

\
;|
t
!
+

Displacement 101 register number
Address Register indirect with C 110 register number
index ; -
Absolute Short 11 000
Absolute Long 11 001
on_gram Counter with 11 010
Displacement
Program Counter with {ndex M on
Immediate m 100

® IMPLICIT REFERENCE
Some instructions make implicit reference to the program
counter (PC), the system stack pointer (SP), the supervisor

stack pointer (SSP), the user stack pointer (USP), or the status
register (SR).

SYSTEM STACK

The system stack is used implicitly by many instructions;
user stacks and queues may be created and maintained through
the addressing modes. Address register seven (A7) is the system
stack pointer (SP). The system stack pointer is either the super-
visor stack pointer (SSP) or the user stack pointer (USP), de-
pending on the state of the S-bit in the status register. If the
S-bit indicates supervisor state, SSP is the active system stack
pointer, and the USP cannot be referenced as an address re-
gister. If the S-bit indicates user state, the USP is the active
system stack pointer, and the SSP cannot be referenced. Each
system stack fills from high memory to low memory.

SYSTEM STACK POINTERS

User Stack Supervisor Stack
A7 A7’
USP—= SSp—=
. .
T ~— T —

® Accessed when S = 0

® PC is Stacked on
Subroutine Calls in
User State

® Accessed when S = 1

® PC is Stacked on
Subroutine Calls in
Supervisor State

® Used for Exception

* |ncressing Addresses Processing
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The address mode SP @ - creates a new item on the active
system stack, and the address mode SP @+ deletes an item from
the active system stack.

The program counter is saved on the active system stack on
subroutine calls, and restored from the active system stack on
returns. On the other hand, both the program counter and the
status register are saved on the supervisor stack during the
processing of traps and interrupts. Thus, the correct execution
of the supervisor state code is not dependent on the behavior
of user code and user programs may use the user stack pointer
arbitrarily.

In order to keep data on the system stack aligned properly,
data entry on the stack is restricted so that data is always put
in the stack on a word boundary. Thus byte data is pushed on
or pulled from the system stack in the high order half of the
word; the lower half is unchanged.

USER STACKS
User stacks can be implemented and manipulated by employ-
ing the address register indirect with postincrement and pre-
decrement addressing modes. Using an address register {on of
AO through A6), the user may implement stacks which are filled
either from high memory to low memory, or vice versa. The
important things to remember are:
— using predecrement, the register is decremented before its
contents are used as the pointer into the stack,
— using postincrement, the register is incremented after its
contents are used as the pointer into the stack,
~ byte data must be put on the stack in pairs when mixed
with word or long data so that the stack will not get
misaligned when the data is retrieved. Word and long
accesses must be on word boundary (even) addresses.
Stack growth from high to low memory is implemented with
An@- to push data on the stack,
An@+ to pull data from the stack.
After eigher a push or a pull operation, register An points to
the last (top) item on the stack. This is illustrated as:

low memory

{free}

top of stack

bottom of stack

high memory

Stack growth from low to high memory is implemented with
An@+ to push data on the stack,
An@- to pull data from the stack.
After either a push or a pull operation, register An points to
the next available space on the stack. This is illustrated as:

low memory

bottom of stack

3 4

top of stack
An— (free)
high memory
QUEUES
User g can be impl d and manipulated with the

address register indirect with postincrement or predecrement
addressing modes. Using a pair of address registers (two of AQ
through A6), the user may implement queues which are filled
either from high memory to low memory, or vice versa. Because
queues are pushed from one end and pulled from the other, two
registers are used: the put and get pointers.

Queue growth from low to high memory is implemented with

Aput@+ to put data into the queue,
Aget@+ to get data from the queue.

After a put operation. the put address register points to the
next available space in the queue and the unchanged get address
register points to the next item to remove from the queue.
After a get operation, the get address register points to the next
item to remove from the queue and the unchanged put address
register points to the next available space in the queue. This is
illustrated as:

low mamory

last get {free)

Aget —o next get

{ :

last put

Aput —— {free)

high memory

If the queue is to be implemented as a circular buffer. the
address register should be checked and, if necessary, adjusted
before the put or get operation is performed. The address regis-
ter is adjusted by subtracting the buffer length (in bytes).

Queue growth from high to low memory is implemented with

Aput@- to put data into the queue,
Aget@ - to get data from the queue.

After a put operation, the put address register points to the
last item put in the queue, and the unchanged get address
register points to the last item removed from the queue. After a
get operation, the get address register points to the last item
removed from the queue and the unchanged put address register
points to the last item put in the queue. This is illustrated as:
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fow memory

(free}

Aput —— last put

7 : 4

next get

Aget — Yast get (free)

high memory

If the queuc is to be implemented as a circular buffer. the
get or put operation should be performed first. and then the
address register should be checked and. it necessary. adjusted.
The address register is adjusted by adding the buffer length
(in bytes).

SINSTRUCTION SET SUMMARY
The following paragraphs contain an overview of the form
and structure of the 68000 instruction set. The instructions
form a set of tools that include all the machine functions to
perform the following operations:
Data Movement
Integer Arithmetic
Logical
Shift and Rotate
Bit Manipulation
Binary Coded Decimal
Program Control
System Control
The complete range of instruction capabilities combined
with the flexible addressing modes described previously pro-
vide a very flexible base for program development.

® DATA MOVEMENT OPERATIONS

The basic method of data acquisition (transfer and storage)
is provided by the move (MOVE) instruction. The move instruc-
tion and the effective addressing modes allow both address
and data manipulation. Data move instructions allow byte,
word, and long word operands to be transferred from memory
to memory, memory to register, register to memory, and regis-
ter to memory. and register to register. Address move instruc-
tions allow word and long word operand transfers and ensure
that only legal address manipulations are executed. In addition
to the general move instruction there are several special data
movement instructions: move multiple registers (MOVEM),
move peripheral data (MOVEP), exchange registers (EXG),
load effective address (LEA), push effective address (PEA),

link stack (LINK), unlink stack (UNLK), and move quick
(MOVEQ). Table S5 is a summary of the data movement
operations.

Table 5 Data Movement Operations

Instruction Operand Size Operation
EXG 32 Rx « Ry
LEA 32 EA =~ An
An - — (SP)
LINK - <SP -+ An;
SP+d—>SP
MOVE 8, 16, 32 {EA)s > EAd
{EA) ~ An, Dn
MOVEM 16, 32 An, Dn— EA
(EA) = Dn
MOVEP 16, 32 Dn - EA
MOVEQ 8 #xxx =+ Dn
PEA 32 EA - —(SP)
SWAP 32 Dn(31:16] < Dn[15:0]
~ An - Sp;
UNLK (&
(NOTES!
$ = source —( ) = indirect with predecrement

{ } + = indirect with postincrement
# =immediate data

d = destination
[ ] = bit numbers

® INTEGER ARITHMETIC OPERATIONS

The arithmetic operations include the four basic operations
of add (ADD), subtract (SUB), multiply (MUL), and divide
(DIV) as well as arithmetic compare (CMP), clear (CLR), and
negate (NEG). The add and subtract instructions are available
for both address and data operations, with data operations
accepting all operand sizes. Address operations are limited
to legal address size operands (16 or 32 bits). Data, address,
and memory compare operations are also available. The clear
ang negate instructions may be used on all sizes of data oper-
ands.

The multiply and divide operations are available for signed
and unsigned operands using word multiply to produce a long
word product, and a long word dividend with word divisor to
produce a word quotien with a word remainder.

Multiprecision and mixed size arithmetic can be accomplish-
ed using a set of extended instructions. These instructions are:
add extended (ADDX), subtract extended (SUBX), sign extend
(EXT), and negate binary with extend (NEGX).

A test operand (TST) instruction that will set the condition
codes as a result of a compare of the operand with zero is also
available. Test and set (TAS) is a synchronization instruction
useful in multiprocessor systems. Table 6 is a summary of
the integer arithmetic operations.
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Table 6 Integer Arithmetic Operations

Instruction | Operand Size Operation
8,18, 32 Bn+ (EA) = Do
Dn- EA
A0D {EA} + #xux = EA
18,32 AN + (EA) = An
8,16, 32 Dx + Dy + X - Dx
ADDX 16,32 Z{Ax) + - (Ay) + X~ {Ax]
EAI > MPU
CLR 8, 16,32 eV
8, 16,32 On (€AY
} - #xxx
cup (Ax) + - (Ay) +
16, 32 An - (EA)
DIVS 216 Dri(EAI+ Dn
DIVU 2+18 DrE(EA)= Dn
8~ 18 {Dn)s = Dy
ExT 16+ 32 {Dn) ¢ = Dy
MULS 16x16 ~ 32 Onx{EA) = Dn
MULU 16%16 - 32 | Onx(EA} = Dn
NEG 8,16,32 0-(EAI ~ EA
NEGX 8. 16,32 0-{EA) - X - EA
3,16, 32 on (€AY~ O
(EA) - On = EA
sue (EA) - #oux = EA
16, 32 An - (EA} - An
Dx -Dy - X = Dx
SuBx 8.16.32 | _iax) - - (Av)- X~ 1AX)
TAS 8 {EAI-0,1 = EA[7]
TST 8, 16,32 (EAI -0

(NOTE) | ] =bit number
- { ) = indirsct with predecrement
{ )+ =indi with posti
# = immediate data

® LOGICAL OPERATIONS
Logical operation instructions AND. OR. EOR, and NOT
are available for all sizes of integer data operands. A similar

shift and rotate operations can be performed in either registers
or memory. Register shifts and rotates support all operand
sizes and allow a shift count specified in the instruction of
one to eight bits. or 0 to 63 specified in a data register.

Memory shifts and rotates are for word operands only and
allow only single-bit shifts or rotates. Table 8 is a summary
of the shift and rotate operations.

Tabie 8 Shift and Rotate Operations

instruction [Operand Size Operation

AsL 81632 | [xclede—Teo0
ASR 8,16, 32 > ——==ix/C
LSL 8.16,32 X/C || a———le—0
LSR 8.16.32 o
ROL 8. 16, 32 (€ Jal{ ————}
ROR 8.16,32 Lol ————— (T ]
ROXL 8.16.2 | [T lelfa——iie(x @
ROXR 8.16.32 ]

e BIT MANIPULATION OPERATIONS

Bit manipulation operations are accomplished using the
following instructions: bit test (BTST). bit test and set (BSET),
bit test and clear (BCLR). and bit test and change (BCHG).
Table 9 is a summary of the bit manipulation operations.
(Bit 2 of the status register is Z.)

Table 9 Bit Manipulation Operations

set of immediate instructions (ANDI. OR{, and EORI) provide pram—— - -
these logical operations with all sizes of immediate data. Table prucron Operand Size __Operation
7 is a summary of the logical operations. BTST 8,32 ~ bitof [EA) ~ 2
~ bit of (EA) = 2;
BSET '
8.32 (‘l - bit of EA
Table 7 ical i ~ bi ~ 7z
able Logical Operations 6CLR 8,32 ( bitof (EA} - 2;
0 - bit of EA
Instruction Operand Size Operation BCHG 8 32 ~ bitof (EA)—» 2;
Dna{EA) — On ' ~ bit of (EA} — bit of EA
AND 8.16,32 {EA)ADn — EA {Note) ~ = invert
(EA)A =xxx ~ EA
or 6 1632 ?E"A" 'E;:*g: ® BINARY CODED DECIMAL OPERATIONS
- 19 (EA): e — EA Multiprecision arithmetic operations on binary coded deci-
EABOY — EA mal numbers are accomplished using the following instructions:
EOR 8.16. 32 M add decimal with extend (ABCD), subtract decimal with extend
EAXD #xxx — EA . . N
T PRTRT AT = EA (SBCD). and negate decimal with extend (NBCD). Table 10 is
.19 a summary of the binary coded decimal operations.
INOTE] ~ = invert
v = jogical OR

# = immediate data

Table 10 Binary Coded Decimal Operations

A = logical AND
@ = exclusive OR Instruction Operand Size Operation
ABCD 8 Dx,, + Dy,, +X —= Dx
® SHIFT AND ROTATE OPERATIONS - (Ax) 1o + - (Ayhio + X > (Ax}
Shift operations in both directions are provided by the SBCD 8 Ox,, -Oy,, -X = Dx
arithmetic instructions ASR and ASL and logical shift instruc- - (Ax)io - - (Ay)io - X —>{Ax)
tions LSR and LSL. The rotate instructions (with and without NBCD 8 0-(EA),, - X ~ EA
extend) available are ROXR. ROXL. ROR. and ROL. All — ( )= indirect with predecrement
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¢ PROGRAM CONTROL OPERATIONS

Program control operations are accomplished using a series
of conditional and unconditional branch instructions and return
instructions. These instructions are summarized in Table 11.

The conditional instructions provide setting and branching

for the following conditions:

CC — carry clear LS — low or same
CS — carry set LT - less than
EQ — equal MI — minus

F - never true NE — not equal
GE - greater or equal PL — plus

GT - greater than T - always true
HI - high VC — no overflow
LE — less or equal VS — overflow

Table 11 Program Control Operations

Instruction Operation

Conditionst

Bce Branch conditionally {14 conditions)
8. and 16-bit disptacement

D8¢cc Test condition, decrement, and branch
16-bit displacement

Scc Set byte conditionally {16 conditions}

Unconditional

BRA Branch always
8-and 16-bit displacement

BSR Branch to subroutine
8- and 16-bit displacement

JMP Jump

ISR Jump to subroutine

Returns

ATR Return and restore condition codes

RTS Return from subroutine

® SYSTEM CONTROL OPERATIONS

System control operations are accomplished by using privi-
leged instructions, trap generating instructions, and instructions
that use or modify the status register. These instructions are
summarized in Table 12.

Table 12 System Control Operations

Instruction Operation
Privileged
RESET Reset external devices
RTE Return from exception
STOP Stop program execution
ORI to SR Logical OR to status register
MOVE usP Move user stack pointer
ANDI to SR Logical AND to status register
EOR# 10 SR Logical EOR to status register

MOVE EA to SR
Trap Generating

Load new status register

TRAP Trap

TRAPV Trap on overflow

CHK Check register against bounds
Status Register

ANDI to CCR Logical AND to condition codes

EORI to CCR Logical EOR 1o condition codes
MOVE EA to CCR Load new condition codes
ORI to CCR Logical OR 1o condition codes

MOVE SR to EA Store status register

¢ BRANCH INSTRUCTION ADDRESSING

BRANCH INSTRUCTION FORMAT

15 87 0
Operation Word Operation Code l 8 bit Displacement
Extension Word 16 bit Di vent if 8 bit Di =0

RELATIVE, FORWARD_REFERENCE, 8-BIT OFFSET

EXAMPLE COMMENTS
o Offset Contained in 8 LS8s of Op Ward
MPU MEMORY o Offset is 2's Complemeant Number
® if Otfset = O then Word Offset is Used
® Machine Level Coding
BEQ NEXT
Zz=31 0110 0111 0001 1110
ranch set
/—\/ Branch If
$5000 Equal
BEQ NEXT
$5020| Naxt OP Code
PC + 2 = 5002
d=001E
5020
G HITACHI
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RELATIVE, BACKWARD REFERENCE 8-BIT OFFSEY

EXAMPLE COMMENTS
® Offset Contained in 8 LSBs
MPU MEMORY of Op Word

® Offset is 2's Complement Number

® If Otffset = 0 then Word
T N Offset it Used
® Machine Level Coding
BNE NEXT
/\) 0110 0110 1101 1110
/\-/ Branch gﬂm
$4000| Next OP Code ranch |
Not Equat
BNE NEXT $4020 66 OE
PC + 2 =4022
d = FFDE
4000

RELATIVE, FORWARD REFERENCE, 16-BIT OFFSET

EXAMPLE COMMENTS
o Offset in Next Word
MPU MEMORY ® B8-Bit Offset Figld = 0
® 2's Complement Offset
® Machine Level Coding

Beoe NEXT
0110 0100 0000 0000
/\) ranct TZ—VJOT;
/\/ Branch |f
$4000 6400 Carry Clear
$4002 1000
2 t OP Codi
Boc NEXT $500: Nex e
PC + 2 = 4002
d = + 1000
5002
@ HitacH
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® SIGNAL AND BUS OPERATION DESCRIPTION

The following paragraphs contain a brief description of the
input and output signals. A discussion of bus operation during
the various machine cycles and operations is also given.

(NOTE) The terms asssrtion and negation will be used extensively.
This is done to avoid confusion when dealing with a mixture
of “active-low™ and “active-high” signals. The term assert or
asscrtion is used to indicate that a signal is active or true in-
dependent of whether that voltage is low ot high. The term
ncgate or negation is used to indicate that a signal is inactive or
false

o S{IGNAL DESCRIPTION

The input and output signals can be functionally organized
into the groups shown in Figure 14. The following paragraphs
provide a brief description of the signals and also a reference
(if applicable) to other paragraphs that contain more detail
about the function being performed.

Vee (2) Addri
Vss@ 7 ﬁ A~y
CLK
————i
A3
3—.%—' Asynchronous
Pracessor "FE_ 68000 [ TAE " Bus
icropr Control
Status FC, crop! D=.TACK
E B8R 8
6800 ———] p— us
:eanheral -EL ?ﬁ——m’ Arbitration
Contsot —VYPA Control
Pl
System —B'Rm—’ Eﬁ ™ PC, | Interrupt
Control | _HALY [ 1PL; Control

Figure 14 Input and Qutput Signals

ADDRESS BUS (A: through Az3)

This 23-bit, unidirectional, three-state bus is capable of
addressing 8 megawords of data. It provides the address for bus
operation during all cycles except interrupt cycles. During
interrupt cycles, address lines A1, Az, and Aa. Provide infor-
mation about what level interrupt is being serviced while address
lines As through Az3 are all set to a logic high.

DATA BUS (Do through Dis)

This [6-bit, bidirectional, three-state bus is the general
purpose data path. It can transfer and accept data in either
word or byte length. During an interrupt acknowledge cycle,
an external device supplies the vector number on data lines
Do through D7.

ASYNCHRONOUS BUS CONTROL

Asynchrofious data transfer are handled using the following
control signals: address strobe. read/write, upper and lower
data strobes, and data transfer acknowledge. These signals
are explained in the following paragraphs.

Address Strobe (AS)
This signal indicates that there is a valid address on the

address bus.

Read/Write {(R/W)

This signal defines the data bus transfer as a read or write
cycle. The R/W signal also works in conjunction with the upper
and lower data strobes as explained in the following paragraph.

Upper and Lower Data Strobes (UDS, LDS)

These signals control the data on the data bus, as shown
in Table 13. When the R/W line is high, the processor will read
from the data bus as indicated. When the R/W line is low, the
processor will write to the data bus as shown.

Table 13 Data Strobe Control of Data Bus

UDS | LDS | RAW Dz~ Dys Do ~ D,
High High - No valid data No valid data
—_— —_ ——
Valid data bits Valid data bits
Low L??l.v High 8~ 15 0~7
High | Low | High . Novaliddaa | V2ligdatabits
Low High High Valid data bits No valid data

8~15
Valld data bits

Valid data bits

Low | Low l Low ~15 ‘ 0~7
N . }
. | Valid data bits | Valid data bits
High Low f Low 0~7" 0~7
. Valid data bits ; Valid data bits
Low High Low 8~ 15 [ 8~ 16"

* These conditions are a result of current implementation and may not
appear on future devices.

Data Transfer Acknowledge (DTACK)

This input indicates that the data transfer is completed.
When the processor recognizes DTACK during a read cycle,
data is latched and the bus cycle terminated. When DTACK
1s recognized during a write cycle. the bus cycle is terminated.
(Refer to ASYNCHRONOUS VERSUS SYNCHRONOUS OP-
ERATION)

BUS ARBITRATION CONTROL
These three signals form a bus arbitration circuit to deter-
mine which device will be the bus master device.

Bus Request (BR)

This input is wire ORed with all other devices that could
be bus masters. This input indicates to the processor that
some other device desires to become the bus master.

Bus Grint (BG)

This output indicates to all other potential bus master
devices that the processor will release bus control at the end
of the current bus cycle.

Bus Grand Acknowledge (BGACK)

This input indicates that some other device has become the
bus master. This signal cannot be asserted until the following
four conditions are met:

(1) A Bus Grant has been received

(2) Address Strobe is inactive which indicates that the

microprocessor is not using the bus

(3) Data Transfer Acknowledge is inactive which indicates
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that neither memory nor peripherals are using the bus
(4) Bus Grant Acknowledge is inactive which indicates that
no other device is still claiming bus mastership.

INTERRUPT CONTROL (IPL,,IPL,, iPL,)

These input pins indicate the encoded priority lével of the
device requesting an interrupt. Level seven is the highest priority
while level zero indicates that no interrupts are requested.
_lcvel seven can not be masked. The least significant bit is given
in TPLo and the most significant bit is contained in IPLs.
These lines must remain stable until the processor signals inter-
rupt acknowledge (FCo ~ FCz are all high) to insure that the
interrupt is recognized.

SYSTEM CONTROL

The system control inputs are used to either reset or halt
the processor and to indicate to the processor that bus errors
have occurred. The three system control inputs are explained
in the following paragraphs.

Bus Error (BERR)

This input informs the processor that there is a problem
with the cycle currently being executed. Problems may be a
result of:

(1) Nonresponding devices

(2) Interrupt vector number acquisition failure

(3) Mllegal access request as determined by a memory man-

agement unit

(4) Other application dependent errors.

The bus error signal interacts with the halt signal to deter-
mine if exception processing should be performed or if the
current bus cycle should be retried.

Refer to BUS ERROR AND HALT OPERATION paragraph
for additional information about the interaction of the bus
error and halt signals.

Reset (RES)

This bidirectional signal line acts to reset (initiate a system
initialization sequence) the processor in response to an external
reset signal. An internally generated reset (result of a RESET
instruction) causes all external devices to be reset and the
internal state of the processor is not affected. A total system
reset (processor and external devices) is the result of extesnal
HALT and RESET signals applied at the same time. Refer to
RESET OPERATION paragraph for additional information
about reset operation.

Halt (HALT)

When this bidirectional line is driven by an external device,
it will cause the processor to stop at the completion of the
current bus cycle. When the processor has been halted using
this input, all control signals are inactive and all three-state lines
are put in their high-impedance state. Refer to BUS ERROR
AND HALT OPERATION paragraph for additional information
about the interaction between the halt and bus error signals.

When the processor has stopped executing instructions, such
as in a double bus fault condition, the halt line is driven by the
processor to indicate to external devices that the processor has

stopped.
HMCS6800 PERIPHERAL CONTROL

These control signals are used to allow the interfacing of syn-
chronous HD6800 peripheral devices with the asynchronous
68000. These signals are explained in the following paragraphs.

Enable (E)

This signal is the standard enable signal common to all
HDB6800 type peripheral devices. The period for this output is
ten 68000 clock periods (six clocks low; four clocks high). En-
able is generated by an internal ring counter which may come
up in any state (i.e., at power on, it is impossible to guarantee
phase relationship of E to CLK), E is a free-running clock and
runs regardless of the state of the bus on the MPU.

Valid Peripherat Address (VPA)

This input indicates that the device or region addressed is a
HD®6800 family device and that data transfer should be syn-
chronized with the enable (E) signal. This input also indicates
that the processor should use automatic vectoring for an inter-
rupt. Refer to INTERFACE WITH HD6800 PERIPHERALS.
ALS.

Valid Memory Address (VMA}

This output is used to indicate to HD8800 peripheral devices
that there is a valid address on the address bus and the processor
is synchronized to enable. This signal only responds to a valid
peripheral address (VPA) input which indicates that the periph-
eral is a HD6800 family device.

PROCESSOR STATUS (FC,, FC,, FC,)

These function code outputs indicate the state (user or
supervisor) and the cycle type currently being executed, as
shown in Table14. The information indicated by the function
code outputs is valid whenever address strobe (AS) is active.

Table 14 Function Code Qutputs

FC, FC, FCo Cycle Type

Low Low Low {Undefined, Reserved)
Low Low High User Data

Low High Low User Program

Low High High
High Low Low
High Low High
High High Low |
High High High |

{Undefined, Reserved)
{Undefined, Reserved)
Superviser Data
Supervisor Program
Interrupt Acknowledge

CLOCK (CLK)

The clock input is a TTL-compatible signal that is internally
buffered for development of the internal clocks needed by the
processor. The clock input should not be gated off at any time,
and the clock signal must conform to minimum and maximum
pulse width time.

SIGNAL SUMMARY
Table 15 is a summary of all the signals discussed in the
previous paragraphs.

e BUS OPERATION

The following paragraphs explain control signal and bus
operation during data transfer operations, bus arbitration, bus
error and halt conditions, and reset operation.
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Table 15 Signal Summary

. i . Three State
Signal Name Mnemonic Input/Output Active State On BGACK |on WALT

Address Bus A, ~ A output high yes yes
Data Bus Do~ D¢ input/output high ves yes
Address Strobe AS output low yes no
Read/Write AW output ::::;2: ves no
Upper and Lower Data Strobes UDs, DS output low yes no
Dats Transfer Acknowledge DTACK input low no no
Bus Requast BR input low no no
Bus Grant BG output low no no
Bus Grant Acknowledge BGACK input low no no
Interrupt Priority Leve! WL, iPL, . PL; input low no no
Bus Error BERR input low no no
Reset RES input/output low no® no®
Halt HALT input/output low no* no*
Ensble E output high no no
Valid Memory Address VMA output low yes no
Valid Periphersl Address VPA input low no no
Function Code Output FCy.FC,, FC, output high yes no
Clock CLK input high no no
Power Input Vee input - - -

Ground Vsg input - - -

* Open drain

DATA TRANSFER OPERATIONS

Transfer of data between devices involve the following leads:

(1) Address Bus A, through Aj

(2) Data Bus Dg through D,s

(3) Control Signals

The address and data buses are separate parallel buses used
to transfer data using an asynchronous bus structure. In all
cycles, the bus master assumes responsibility for deskewing
all signals it issues at both the start and end of a cycle. In
addition, the bus master is responsible for deskewing the ac-
knowledge and data signals from the slave device.

The following paragraphs explain the read, write, and read-
modify-write cycles. The indivisible read-modify-write cycle
is the method used by the 68000 for interlocked multiprocessor
communications.

Read Cycle

During a read cycle, the processor receives data from memo-
1y or a peripheral device. The processor reads bytes of data
in all cases. If the instruction specifies a word (or double word)
operation, the processor reads both upper and lower bytes
simultaneously by asserting both upper and lower data strobes.
When the instruction specifies byte operation, the processor
uses an internal Ao bit to determine which byte to read and
then issues the data strobe required for that byte. For bytes
operations. when the Ao bit equals zero, the upper data strobe
is issued. When the Ao bit equals one, the lower data strobe is
issued. When the data is received, the processor correctly posi-
tions it internally.

A word read cycle flow chart is given in Figure 15. A byte

read cycle flow chart is given in Figure 16. Read cycle timing is
given in Figure 17. Figure 18 details word and byte read cycle
operations. Refer to these illustrations during the following
detailed.

At state zero (SO) in the read cycle, the address bus (A,

through A,;) is in the high impedance state. A function code
is asserted on the function code output line (FC, through FC,).
The read/write (R/W) signal is switched high to indicate a read
cycle. One half clock cycle later, at state 1, the address bus is
released from the high impedance state. The function code
outputs indicate which address space that this cycle will operate
on.
In state 2, the address strobe (AS) is asserted to indicate that
there is a valid address on the address bus and the upper and
lower data strobe (UDS, LDS) is asserted as required. The mem-
ory or peripheral device uses the address bus and the address
strobe to determine if it has been selected. The selected device
uses the read/write signal and the data strobe to place its infor-
mation on the data bus. Concurrent with placing data on the
data bus, the selected device asserts data transfer acknowledge
(DTACK).

Data transfer acknowledge must be present at the processor
at the start of state 5 or the processor will substitute wait states
for states 5 and 6. State § starts the synchronization of the
returning data transfer acknowledge. At the end of state 6
(beginning of state 7) incoming data is latched into an internal
data bus holding register.

During state 7, address strobe and the upper and/or lower
data strobes are negated. The address bus is held valid through
state 7 to allow for static memory operation and signal skew.
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BUS MASTER SLAVE

_Address Device
1) Set A/W 1o Read
2) Place Function Code on FCs ~FC;
3) Place Address on A, ~A;,
4) Assert Address Strobe (AS)
5) Assert Uppar Data Strobe {UDS) and Lower

Dsta Strobe (LDS)
L

|

tnput Data
1) Decode Address
2) Place Dataon Do ~Dys
3) Assert Data Transfer Acknowledge

{DTACK}
Acquire Data.

1) Latch Data

2) Negets UD5 and TS

3) Negate AS

Terminate Cycle

1} Remove Data from Dy ~ D5
2) Negate DTACK

|

Start Next Cycle

Figure 15 Word Read Cycle Flow Chart

BUS MASTER SLAVE

Address Device

1) Set R/Wto Read

2) Piace Function Code on FC; ~FC,

3J) Piace Address on A, ~A;y

4) Assert Address Strobe {AS)

§) Assert Upper Data Strobe {UDS} or Low-
er Data Strobe (LDS) (based on A,}

—

Input Data
1) Decode Address
2} Place Data on Dy ~ D, or Dy ~D,s {based
on UDS or LDS)
3} Assert Data Transfer Acknowledge
{DTACK)

Acquire Data
1) Latch Data
2} Negate UDS or [DBS
3) Negste AS

Terminate Cycle
1) Remove Data from D, ~D> or D, ~Dis
2} Negate DTACK

Start Next Cycie

Figure 16 Byte Read Cycle Flow Chart

S0 S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 w w w w S5 S6 S7

CLK

D —~

FCo~FC __ X X

X
lo-———Rnd ——a{——-——wm-————l*——‘ — — — SlowResd — — — —-i

Figure 17 Read and Write Cycle Timing Diagram
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SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 56 S7

X X

*Internal Signal Only

'—o—-—- Word Read — — ——'---— -Odd Byte Read - _+_— Even Byte Read ———l

Figure 18 Word and Byte Read Cycle Timing Diagram

The read/write signal and the function code cutputs also remain
valid through state 7 to ensure a correct transfer operation. The
slave device keeps its data asserted until it detects the negation
of either the address strobe or the upper and/or lower data
strobe. The slave device must remove its data and data transfer
acknowledge within one clock period of recognizing the nega-
tion of the address or data strobes. Note that the data bus might
not become free and data transfer acknowledge might not be
removed until state O or 1.

When address strobe is negated, the slave device is released.
Note that a slave device must remain selected as long as address
strobe is asserted to ensure the correct functioning of the read-
modify-write cycle.

Write Cycle

During a write cycle. the processor sends data to memory
or a peripheral device. The processor writes bytes of data in
all cases. If the instruction specifies a word operation, the pro-
cessor writes both bytes. When the instruction specifies a byte
operation, the processor uses an internal Ao bit to determine
which byte 10 write and then issues the data strobe required
for that byte. For byte vperations. when the Ao bit equals zero,
the upper data strobe is issued. When the Ao bit equals one,
the lower data strobe is issued. A word write cycle flow chart is
given in Figure 19. A byte write cycle flow chart is given in
Figure 20. Write cycle timing is given in Figure 17. Figure 21
details word and byte write cycle operation. Refer to these
illustrations during the following detailed discussion.

At state zero (SO) in the write cycle, the address bus (A,
through Aj;) is in the high impedance state. A function code is
asserted on the function code output line (FC, through FC,).

(NOTE) The read/write (R/W) signal remains high until state 2 to pre-
vent bus conflicts with preceding read cycles. The data bus is
not driven until state 3.

One half clock later, at state 1, the address bus is released
from the high impedance state. The function code outputs
indicate which address space that this cycle will operate on.

In state 2, the address strobe (AS) is asserted to indicate
that there is a valid address on the address bus. The memory
or peripheral device uses the address bus and the address strobe
to determine if it has been selected. During state 2, the read/
write signal is switched low to indicate a write cycle. When
external processor data bus buffers are required, the read/write
line provides sufficient directional control. Data is not asserted
during this state to allow sufficient turn around time for ex-
ternal data buffers (if used). Data is asserted onto the data bus
during state 3.

In state 4, the data strobes are asserted as required to indi-
cate that the data bus is stable. The selected device uses the
read/write signal and the data strobes to take its information
from the data bus. The selected device asserts data transfer
acknowledge (DTACK) when it has successfully stored the data.

Data transfer acknowledge must be present at the processor
at the start of state S or the processor will substitute wait states
for states 5 and 6. State 5 starts the synchronization of the
returning data transfer acknowledge.

During state 7, address strobe and the upper and/or lower
data strobes are negated. The address and data buses are held
valid through state 7 to allow for static memory operation and
signal skew. The read/write signal and the function code outputs
also remain valid through state 7 to ensure a correct transfer
operation. The slave device keeps its data transfer acknowledge
asserted until it detects the negation of either the address strobe
or the upper and/or lower data strobe. The slave device must
remove its data transfer acknowledge within one clock period
after recognizing the negation of the address or data strobes.
Note that the processor releases the data bus at the end of state
7 but that data transfer acknowledge might not be removed
until state 0 or 1. When address strobe is negated, the slave
device is released.
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1)
2)
3
4)
S)
6)

1
2)
3

BUS MASTER SLAVE

Address Device
Place Function Code on FC, ~ FC;
Place Address on A; ~ A;,
Assert Address strobe (AS)
Set R/W to Write
Place Dataon Dy ~ Dy
Assert Upper Data Strobe (UD3) and
Lower Data Strobe (LDS)

|

lInput Data
1) Decode Address
2) Store Dataon Dy ~ Dy
3} Assert Data Transfer Acknowledge

(DTATK)
]

!

Terminate Qutput Transfer

Negate UD5 and (DS
Negate AS

Remove Data from D, ~ Dy
Set A/W to Read

|

Terminate Cycle
1) Negate DTACTK

|

'

Start Next Cycle

Figure 19 Word Write Cycle Flow Chart

1)
2)
3}
4)
5)

6

1)
2)
3)
4)

BUS MASTER SLAVE
Address Device

Piace Function Code on FC, ~ FC,

Place Address on A, ~ A,

Assert Address Strobe (AS)

Set R/W to Write

Place Data on D, ~D; or D, ~ D, {(according

to Ag)

Assert Upper Data Strobe {UDS) or Lower

Data Strobe (LD5] (based on A,)

—

Input Data
1) Decode Address
2) Store Data on D, ~ D, if LD3 1s asserted
. Store Data on D, ~ D, 1f UDS is asserted
3) Asser! Data Transfer Acknowledge
BTATK)

l—_'

Terminate Output Transfer
Negate UDS and LDS
Negate AS
Remove Data from D, ~ 0, or D, ~ Dy
Set R/W to Read

Iﬁ

_Terminate Cycle

1) Negate DTACK

Start Next Cycle

Figure 20 Byte Write Cycle Flow Chart

S0 S1 S2 S3 S4 S5 56 S? SO S1 S2 S3 S4 S5 56 57 SO S1 $2 53 S4 S5 S6 S7

CLK
A, ~Aq H H H
Ao J 1

FCo~FC: Y X X D

*internat Signal Only

|~ — — ~ Word Write — -— + —~ - 0dd Byte Write ~ — — -l- -~ -Even Byte Write - — —-—I

Figure 21 Word and Byte Write Cycle Timing Diagram

G HITACHI
Hitachi America, Ltd. e Hitachi Plaza e 2000 Sierra Point Pkwy. e Brisbane, CA 94005-1819 ¢

(415) 589-8300

945



HD68000/HD68HCO000

Read-Modify Write Cycle

The read-modify-write cycle performs a read, modifies the
data in the arithmetic-logic unit, and writes the data back to the
same address. In the 68000 this cycle is indivisible in that
the address strobe is asserted throughout the entire cycle. The
test and set (TAS) instruction uses this cycle to provide mean-
ingful communication between processors in a multiple pro-
cessor environment. This instruction is the only instruction that
uses the read-modify-write cycle and since the test and set in-
struction only operates on bytes, all read-modify-write cycles
are byte operations. A read-modify-write cycle flow chart is
given in Figure 22 and a timing diagram is given in Figure 23.
Refer to these illustrations during the following detailed discus-
sions.

At state zero (S0) in the read-modify-write cycle, the address
bus (A, through A;;) is in the high impedance state. A function
code is asserted on the function code output line (FC, through
FC;). The read/write (R/W) signal is switched high to indicate
a read cycle. One half clock cycle later, at state 1, the address
bus is released from the high impedance state. The function
code outputs indicate which address space that this cycle will
operate on.

In state 2, the address strobe (AS) is asserted to indicate that
there is a valid address on the address bus and the upper or
lower data strobe (UDS, LDS) is asserted as required. The mem-
ory or peripheral device uses the address bus and the address
strobe to determine if it has been selected. The selected device
uses the read/write signal and the data strobe to place its infor-
mation on the data bus. Concurrent with placing data on the
data bus, the selected device asserts data transfer acknowledge

—(DTACK).

Data transfer acknowledge must be present at the processor
at the start of state 5 or the processor will substitute wait states
for states 5 and 6. State S starts the synchronization of the
returning data transfer acknowledge. At the end of state 6
(beginning of state 7) incoming data is latched into an internal
data bus holding register.

During state 7, the upper or lower data strobe is negated.
The address bus, address strobe, read/write signal, and function
code outputs remain as they were in preparation for the write
portion of the cycle. The slave device keeps its data asserted
until it detects the negation of the upper or lower data strobe.
The slave device must remove its data and data transfer ac-
knowledge within one clock period of recognizing the negation
of the data strobes. Internal modification of data may occur
from state 8 to state 11.

(NOTE) The read/write signal remains high until state 14 to prevent bus
conflicts with the preceding read portion of the cycle and the
data bus is not asserted by the processor until state 15.

In state 14, the read/write signal is switched low to indicate
a write cycle. When external processor data bus buffers are
required, the read/write line provides sufficient directional
control. Data is not asserted during this state to allow sufficient
turn around time for external data buffers (if used). Data is
asserted onto the data bus during state 15.

In state 16, the data strobe is asserted as required to indicate

that the data bus is stable. The selected device uses the read/
write signal and the data strobe to take its information from the
data bus. The selected device asserts data transfer acknowledge
(DTACK) when it has successfully stored its data.

Data transfer acknowledge must be present at the processor
at the start of state 17 or the processor will substitute wait
states for states 17 and 18. State 17 starts the synchronization
of the returning data transfer acknowledge for the write portion
of the cycle. The bus interface circuitry issues requests for
subsequent internal cycles during state 18.

During state 19, address strobe and the upper or lower data
strobe is negated. The address and data buses are held valid
through state 19 to allow for static memory operation and
signal skew. The read/write signal and the function code outputs
also remain valid through state 19 to ensure a correct transfer
operation. The slave device keeps its data transfer acknowledge
asserted until it detects the negation of either the address strobe
or the upper or lower data strobe. The slave device must remove
its data transfer acknowledge within once clock period after
recognizing the negation of the address or data strobes. Note
that the processor releases the data bus at the end of state 19
but that data transfer acknowledge might not be removed until
state 0 or 1. When address strobe is negated the slave device is
released.

BUS ARBITRATION

Bus arbitration is a technique used by master-type devices
to request, be granted, and acknowledge bus mastership. In its
simplest form, it consists of:

(1) Asserting a bus mastership request.

(2) Receiving a grant that the bus is available at the end of

the current cycle.

(3) Acknowledging that mastership has been assumed.

Figure 24 is a flow chart showing the detail involved in a
request from a single device. Figure 25 is a timing diagram for
the same operations. This technique allows processing of bus
requests during data transfer cycles.

The timing diagram shows that the bus request is negated
at the time that an acknowledge is asserted. This type of oper-
ation would be true for a system consisting of the processor
and one device capable of bus mastership. In systems having
a number of devices capable of bus mastership, the bus request
line from each device is wire ORed to the processur. In this
system, it is easy to see that there could be more than one bus
request being made. The timing diagram shows that the bus
grant signal is negated a_few clock cycles after the transition
of the acknowledge (BGACK) signal.

However, if the bus requests are still pending, the processor
will assert another bus grant within a few clock cycles after
it was negated. This additional assertion of bus grant allows
external arbitration circuitrty to select the next bus master
before the current bus master has compieted its requirements.
The following paragraphs provide additional information about
the three steps in the arbitration process.
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BUS MASTER SLAVE

1) Set R/W 1o Read l
2) Piace Function Code on FCo ~FCy input Data
3) Place Address on A, ~ A, T
4) Assert Address Strobe (AS) 1) Decode Address
§) Assert Upper Data Strobe (UDS) or 2} Place Data on Do ~0; or Dy ~Dis

Lower Data Strobe (LD%) 3) Assert Data Transfer Acknowledge

| (DTACK)
Acquire Data
1} Latch Dats
2) Negate UDS or (DS
3} Start Data Modification Terminate Cycle
1) Remove Data from Dy ~D+ or Du ~ Dy
2) Negate DTATK
Start Output Transter

1) Set R/W to Write
2) Place Data on Dy ~D; or Dy ~ Dy Anput Data
3} Assert Upper Data Strobe |{UDS) or Lower 1} Strobe Dataon D, ~0; or Dy ~Dys

Data Strobe {(LD3S) 2) Assert Data Transfer Acknowledge

(DTACK}
Terminate Output Transfer
1) Negate UDS or TDS
2) Negate AS
3) Remove Data from Do ~D-» or Dy ~D)s
4) Set A/W to Read
| Terminate Cycle

1) Negate DTACK

'

_Start Next Cycle

Figure 22 Read-Modify Write Cycle Flow Chart

SO St S2 S3 S4 S5 S6 S7 S8 $9S10S511512513514515516517518519
CLK

A,~Au:>._( )_C
A=\ __ N anm

RW ™\ /-
PRk ™\ / N/
FCo ~FC, :X )C

f— == = - = — = — - — Indivisible Cycle — — — - — - -~ — — — -l

Figure 23 Read-Modify-Write Cycle Timing Diagram
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PROCESSOR REQUESTING DEVICE

Request the Bus
1) Assert Bus Request (BR)

1—l

Grant Bus Arbitration
1} Assert Bus Grant (BG)

Acknowledge Bus Mastership
1) External arbitration determines next bus
master
Naext but master waits for current cycle to
complete
3) Next bus master asserts Bus Grant
Acknowledge (BGACKI| to become new
master i
4) Bus master negates BR

Rt

Terminate Arbitration
1) Negate BG (and wait for BGACK to be

negated)

QOperate as Bus Master
1) Perform Data Transfers {Read and Write

2

cycles) according to the same rules the pro-

Cessor uses. ‘

Release Bus Mastership
1) Negate BGACK

Re-Arbitrate or Resume Processor
Operation

Figure 24 Bus Arbitration Cycle Flow Chart

Requesting the Bus

External devices capable of becoming bus masters request
the bus by asserting the bus request (BR) signal. This is a wire
ORed signal (although it need not be constructed from open
collector devices) -that indicates to the processor that some
external device requires control of the external bus. The pro-
cessor is effectively at a lower bus priority level that the ex-
ternal device and will relinquish the bus after it has completed
the last bus cycle it has started.

When no acknowledge is received before the bus request
signal goes inactive, the processor will continue processing
when it detects that the bus request is inactive. This allows
ordinary processing to continue if the arbitration circuitry
responded to noise inadvertently.

Receiving the Bus Grant L

The processor asserts bus grant (BG) as soon as possible.
Normally this is immediately after internal synchronization.
The only exception to this occurs when the processor has made
an internal decision to execute the next bus cycle but has not
progressed far enough into the cycle to have asserted the address
strobe (AS) signal. In this case, bus grant will not be asserted
until one clock after address strobe is asserted to indicate to
external devices that a bus cycle is being executed.

The bus grant signal may be routed through a daisychained
network or through a specific priority-encoded network. The
processor is not affected by the external method of arbitration
as long as the protocol is obeyed.

Acknowlsdgemaent of Mastership

Upon receiving a bus grant, the requesting device waits
until address strobe, data transfer acknowledge, and bus grant
acknowledge are negated before issuing its own BGACK. The
negation of the address strobe indicates that the previous
master has completed its cycle, the negation of bus grant
acknowledge indicates that the previous master has released
the bus. (While address strobe is asserted no device is allowed
to **break into” a cycle.) The negation of data transfer acknowl-
edge indicates the previous slave has terminated its connection
to the previous master. Note that in some applications data

R/W Nt | S— N/
BTAR T \_/ \__/ n_/ \__/ \_/
Do ~Dyy O S L\ I\ L\ I\
N/ -/ _/ e (S o
Feo~res X Y~ Y X — X—
W T\ / —\ /
w N\ / N/
8Gack — \n____ [/ \
Pvmmr--+——WADwiu—+———-- Procemor — — — —sfa-— = - DMA Device - - = ~

Figure 256 Bus Arbitration Cycle Timing Diagram
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transfer acknowledge might not enter into this function. Gen-
eral purpose devices would then be connected such that they
were only dependent on address strobe. When bus grant ac-
knowledge is issued the device is bus master until it negates
bus grant acknowledge. Bus grant acknowledge should not be
negated until after the bus cycle(s) is (are) completed. Bus
mastership is terminated at the negation of bus grant acknowl-
edge.

The bus request from the granted device should be drop-
ped after bus grant acknowledge is asserted. If a bus request
is still pending, another bus grant will be asserted within a few
clocks of the negation of bus grant. Refer to Bus Arbitration
Control section. Note that the processor does not perform
any external bus cycles before it re-asserts bus grant.

BUS ARBITRATION CONTROL

The bus arbitration control unit in the 68000 is implemented
with a finite state machine. A state diagram of this machine is
shown in Figure 26. All asynchronous signals to the 68000 are
synchronized before being used internally. This synchronization
is accomplished in a maximum of one cycle of the system clock,
assuming that the asynchronous input setup time (#47) has

RA

R = Bus Request Internal

A = Bus Grant Acknowledge Internal

G = Bus Grant

T = Three-State Control to Bus Control Logic**
X = Don‘t Care

* State machine will not change state if bus is in 50. Refer to BUS
ARBITRATION CONTROL for additional information.
** The address bus will be placed in the high impedance state if T is
asserted and AS is nagated.

Figure 26 State Diagram of 68000 Bus
Arbitration Unit

been met (see Figure 27). The input signal is sampled on the
falling edge of the clock and is valid internally after the next
falling edge.

As shown in Figure 26, input signals labeled R and A are
internally synchronized on the bus request and bus grant
acknowledge pins respectively. The bus grant output is lebeled
G and the internal three-state control signal T. If T is true, the
address, data, function code line, and control buses are placed
in a high-impedance state when AS is negated. All signals are
shown in positive logic (active high) regardless of their true
active voltage level.

State changes (valid outputs) occur on the next rising edge
after the internal signal is valid.

A timing diagram of the bus arbitration sequence during a
processor bus cycle is shown in Figure 28. The bus arbitration
sequence while the bus is inactive (i.e., executing internal
operations such as a multiply instruction) is shown in Figure 29.

I€ a bus request is made at a time when the MPU has already
begun a bus cycle but AS has not been asserted (bus state S0).
BG will not be asserted on the next rising edge. Instead, BG will
be delayed until the second rising edge following it’s internal
assertion. This sequence is shown in Figure 30.

Internal Signal Valid

€ xternal Signa! Samplzdﬁ

CLK

BR (External)

 —p

BR (internal}

L

Figure 27 Timing Relationship of External Asynchronous
Inputs to Internal Signals
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Busr

Bus three stated d from three state and

BG asserted Y Pr starts next bus cycle
87 valid internal BGACK negsted internai
B8R sampled BGACK sampled
BR asserted —1 BGACK negated
CLK
SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 S6 S7 SO S1
8R ﬁ /
BG \ /
BGACK \ /
A ~Any —— ) ( e
& A Y
uDs I_\—/—

Processor Alternate Bus Master Processor
e T

Figure 28 Bus Arbitration During Processor Bus Cycle

Bus released from three state and processar starts next bus cycle
BGACK negated
B3 asserted and bus three stated
BR valid internal
BR pl

BR asserted

SO S1 §2 S3 54 S5 S6 57 SO S1 52 S§3 S4

|

~ x ) [
FCo ~FC; V4 —
R/W \ —
DTACK \ / \
Dc ~Dis
Processor o Bus Inactive | Alternate Bus Master 4 Processor
Lind i T

Figure 29 Bus Arbitration with Bus Inactive
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BR asserted
BR sampled
Bus three stated

BG asserted
8R valid internai '

Bus released from three state and
Processor starts next bus cycle
BGACK negated intarnal

S0 St 52 S3 S4 S5 S6 S7

S0 S1 52 §3 S4 55 S6 S7 SO $1

B\ /
8 T\

BGACK

A=Ay —( r—

A

S W
wes N /)

DS /N[
s~ M \________ [/
FCo ~FCs X r— { X
RW \ /
DTACK \ / \ /
Os ~Dss o —__O—
Processor fl Alternate Bus Master Processor
- bt pd 1

Figure 30 Bus Arbitration During Processor Bus Cycle Special Case

BUS ERROR AND HALT OPERATION

In a bus architecture that requires a handshake from an ex-
ternal device. the possibility exists that the handshake might not
occur. Since different systems will require a different maximum
response tlime, a bus error input 1s provided. External circuitry
must be used to determine the duration between address strobe
and data transfer acknowledge before issuing a bus error signal.
When a bus error signal is received, the processor has two
options initiate a bus error exception sequence oOF try running
the bus cycle again.

Exception Sequence

When the bus error signal is asserted, the current bus cycle
is terminated. If BERR is asserted before the falling edge of
S2, AS will be negated in S7 in either a read or write cycle.
As long as BERR remains asserted, the data and address buses
will be in the high-impedance state. When BERR is negated,
the processor will begin stacking for exception processing.
Figure 31 is a timing diagram for the exception sequence.
The sequence is composed of the following elements.

{1) Stacking the program counter and status register

(2) Stacking the error information

(3) Reading the bus error vector table entry

(4) Executing the bus error handler routine

The stacking of the program counter and the status register
is the same as if an interrupt had occurred. Several additional

items are stacked when a bus error occurs. These items are used
to determine the nature of the error and correct it, if possible.
The bus error vector is vector number two located at address
$000008. The processor loads the new program counter from
this location. A software bus error handler routine is then
executed by the processor. Refer to EXCEPTION PROCESS-
ING for additional information.

Re-Running the Bus Cycle

When. during a bus cycle, the processor receives a bus error
signal and the halt pin is being driven by an external device,
the processor enters the re-run sequence. Figure 32 is a timing
diagram for re-running the bus cycle.

The processor terminates the bus cycle, then puts the address
and data output lines in the high-impedance state. The processor
remains “halted,” and will not run another bus cycle until the
hait signal is removed by external logic. Then the processor
will re-run the previous bus cycle using the same address. the
same function codes, the same data (for a write operation), and
the same controls. The bus error signal should be removed at
least one clock cycle before the halt signal is removed.

(NOTE} The processor will nat re-run a read-modify-write cycle. This
restriction is made to guarantec that the entire cycle runs cor-
rectly and that the write operation of a Test-and-Set operation
is performed without ever releasing AS. If BERR and HALT
are asserted during a read-modify-write bus cycle, a bus error
operation results.
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Figure 32 Re-Run Bus Cycle Timing Information

Hait Operation with No Bus Error

The halt input signal to the 68000 perform a Halt/Run/
Single-Step function in a similar fashion to the HD680O halt
function. The halt and run modes are somewhat self explana-
tory in that when the halt signal is constantly active the proces-
sor “halts” (does nothing) and when the halt signal is constantly
inactive the processor “runs” (does something).

The single-step mode is derived from correctly timed transi-
tions on the halt signal input. It forces the processor to execute
a single bus cycle by entering the “run” mode until the pro-
cessor starts a bus cycle then changing to the *halt” mode.
Thus, the single-step mode allows the user to proceed through
(and therefore debug) processor operations one bus cycle at a
time.

Figure 33 details the timing required for correct single-step
operations and Figure 34 shows a simple circuit for providing
the single-step function. Some care must be exercised to avoid
harmful interactions between the bus error signal and the halt

pin when using the single cycle mode as a debugging tool. This
is also true of interactions between the halt and reset lines
since these can reset the machine.

When the processor completes a bus cycle after recognizing
that the halt signal is active, most three-state signals are put
in the high-impedance state. These include:

(1) Address lines

(2) Data lines

This is required for correct performance of the re-run bus
cycle operation.

While the processor is honoring the halt request, bus arbitra-
tion performs as usual. That is, halting has no effect on bus
arbitration. It is the bus arbitration function that removes the
control signals from the bus.

The halt function and the hardware trace capability allow
the hardware debugger to trace single bus cycles or single in-
structions at a time. These processor capabilities, along with
a software debugging package, give total debugging flexibility.
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Figure 34 Simplified Single-Step Circuit

Double Bus Faults

When a bus error exception occurs, the processor will at-
tempt to stack several words containing information about
the state of the machine. If a bus error exception occurs during
the stacking operation, there have been two bus errors in a row.
This is commonly referred to as a double bus fault. When a
double bus fault occurs, the processor will halt. Once a bus
error exception has occurred, any bus error exception occurring
before the execution of the next instruction constitutes a dou-
ble bus fault.

Note that a bus cycle which is re-run does not constitute a
bus error exception, and does not contribute to a double bus

fault. Note also that this means that as long as the external
hardware requests it, the processor will continue to re-run
the same bus cycle.

The bus error pin also has an effect on processor operation
after the processor receives an external reset input. The pro-
cessor reads the vector table after a reset to determine the ad-
dress to start program execution. If a bus error occurs while
reading the vector table (or at any time before the first instruc-
tion is executed), the processor reacts as if a double bus fault
has occurred and it halts. Only an external reset will start a
halted processor.
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RESET OPERATION

The reset signal is a bidirectional signal that allows either the
processor or an external signal to reset the system. Figure 35
is a timing diagram for the reset operations. Both the halt and
reset lines must be asserted to ensure total reset of the pro-
cessor.

When the reset and halt lines are driven by an external
device. it is recognized as an entire system reset, including
the processor. The processor responds by reading the reset
vector table entry (vector unumber zero, address $000000)
and loads it into the supervisor stack pointer (SSP). Vector
table entry number one at address $000004 is read next and
loaded into the program counter. The processor initializes
the status register to an interrupt level of seven. No other

registers are affected by the reset sequence.

When a RESET instruction is executed, the processor drives
the reset pin for 124 clock periods. In this case, the processor
is trying to reset the rest of the system. Therefore, there is
no effect on the internal state of the processor. All of the
processor’s internal registers and the status register are un-
affected by the execution of a RESET instruction. All external
devices connected to the reset line should be reset at the com-
pletion of the RESET instruction.

Asserting the Reset and Halt pins for 10 clock cycles will
cause a processor reset, except when Vec is initially applied
1o the processor. In this case, an external reset must be applied
for 100 milliseconds.

Plus § VOIts= = = = == = =~ o
v
ce }-— t > 100 Milliseconds —em]
AEs |
Py | N
<4 jo (1))
Bus Cycles W 7 :
2) 3) [LH is) (]
{NOTES!

1) internal start-up time 4} PC High read in here
2) SSP High read in here 5] PC Low read in here

3) SSP Low read in here 6] First instruction fetched here.

Bus State Unknown: W

Ail Control Signals Inactive,
Data Bus In Read Mode: H

Figure 356 Reset Operation Timing Diagram

THE RELATIONSHIP OF DTACK, BERR, AND HALT

In order to properly control termination of a bus cycle for a
re-fun or a bus error condition, DTACK, BERR, and HALT
should be asserted and negated on the rising edge of the
68000 clock. This will assure that when two signals are asserted
simultaneously, the required setup time (#47) for both of them
will be met during the same bus state.

This, or some equivalent precaution, should be designed
external to the 68000. Parameter #48 is intended to ensure this
operation in a totally asynchronous system, and may be ignored
if the above conditions are met.

The preferred bus cycle terminations may be summarized
as follows (case numbers refer to Table 16):

Normal Termination: DTACK occurs first (case 1).

Halt Termination: HALT is asserted at the same time or
before DTACK and BERR remains
negated (cases 2 and 3).

Bus Error Termination: BERR is asserted in lieu of, at the same

time, or before DTACK (case 4); BERR

is negated at the same time or after

DTACK.

HALT and BERR are asserted in lieu

of, at the same time. or before DTACK

Re-Run Termination:

(cases 6 and 7); HALT must be held at
least one cycle after BERR, Case S in-

dicates BERR may precede HALT
which allows fully asynchronous asser-
tion,

Table 16 details the resulting bus cycle termination under
various combinations of control signal sequences. The nega-
tion of these same control signals under several conditions is
shown in Table 17 (DTACK is assumed to be negated normal-
ly in all cases; for best results, both DTACK and should
be negated when address strobe is negated.)

Example A: A system uses a watch-dog timer to terminate
accesses to un-populated address space. The timer asserts
DTACK and BER'ﬁ simultaneously after time-out. (case 4)

Example B: A system uses error detection on RAM con-
tents. Designer may (a) delay DTACK until data verified, and
return BERR and HALT simultaneously to re-run error cycle
(case 6), or if valid, return DTACK; (b) delay DTACK until
data verified. and return BERK at same time as DTACK if
data in error (case 4); (c) return DTACK prior to data verifica-
tion, as described in previous section. If data invalid, BERR is
asserted (case 1) in next cycle. Error-handling software must
know how to recover error cycle.
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Table 16 DTACK, BERR, HALT Assertion Results

Asserted on Rising
Case No. | Control Signal Edge of State Result
! | N N+2
" DIACK A s
1 { BERR NA X Normaf cycle terminate and continue.
o HALT NA X
DTACK A S
2 BERR NA X Normal cycle terminate and halt. Continue when HALT removed.
HALT A S
DTACK NA A
3 BERR NA NA Normal cycle terminate and halt. Continue when HALT removed.
| AALCT A S
| DTACK X X
4 BERR A S Terminate and take bus error trap.
HALT . NA NA -
" DTACK | NA X
5 BERR A S Terminate and re-run.
HALT NA A
DTACK | X X —
6 BERR A S Terminate and re-run when HALT removed.
HALT A S
DTACK | NA X
7 BERR NA A Terminate and re-run when HALT removed.
HALT A S i
gend:
N~ The number of the current even bus state le.g., S4, S6, etc.)
A - Signal 1s asserted in this bus state
NA — Signal 1s not asserted in this state
X — Don'tcare
S — Signal was asserted in previous state and remains asserted in this state

Table 17 BERR and HALT Negation Results

Conditions of Negated on Rising
Termination in Control Signal Edge of State Results — Next Cycle
Table A N N+2
BERR L ] or [
Bus Error AALT . or . Takes bus error trap.
Re-run H_ETE EARE : or * Iflegal sequence; usually traps to vector number 0.
BERR L]
Re-run HALT ° Re-runs the bus cycle.
BERR .
Normal HALT P or . May lengthen next cycle.
BERR L] . - .
Normal HALT . or  none If next cycle is started it will be terminated as a bus error.

ASYNCHRONOUS VERSUS SYNCHRONOUS OPERATION
Asynchronous Operation

To achieve clock frequency independence at a system level,
the 68000 can be used in an asynchronous manner. This
entails using only the bus handshake lines (AS, UDS, TDS,
DTACK, BERR, HALT, and VPA) to control the data transfer.
Using this method, AS signals the start of a bus cycle and the
data strobes are used as a condition for valid data on a write
cycle. The slave device (memory or peripheral) then responds by
placing the requested data on the data bus for a read cycle
or latching data on a write cycle and asserting the data transfer
acknowledge signal (DTATK) to terminate the bus cycle. If
no slave responds or the access is invalid, external control logic

asserts the BERR, or BERR and HALT. signal to abort or
re-run the bus cycle,

The DTACK signal is allowed to be asserted before the data
from a slave device is valid on a read cycle. The length of
time that DTACK may precede data is given as parameter #31
and it must be met in any asynchronous system to insure that
valid data is latched into the processor. Notice that there is no
maximum time specified from the assertion of AS to the asser-
tion of DTACK. This is because the MPU will insert wait cycles
of one clock period each until DTACK is recognized.

The BERR signal is allowed 1o be asserted after the DTACK
signal is asserted. BERR must be asserted within the time given
as parameter #48 after DTACK is asserted in any asynchronous
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system to insure proper operation. If this maximum delay time
is violated, the processor may exhibit erratic behavior.

Synchronous Operation

To allow for those systems which use the system clock as a
signal to generate DTACK and other asynchronous inputs,
the asynchronous input setup time is given as parameter #47. If
this setup is met on an input, such as DTACK. the processor is
guaranteed to recognize that signal on the next falling edge of
the system clock. However, the converse is not true — if the
input signal does not meet the setup time it is not guaranteed
not to be recognized. In addition, if DTACK 15 recognized
on a falling edge, valid data will be latched into the processor
(on a read cycle) on the next falling edge provided that the data
meets the setup time given as parameter #27. Given this, para-
meter #31 may be ignored. Note that if DTACK is asserted,
with the required setup time, before the falling edge of 34, no
wait status will be incurred and the bus cycle will run at its
maximum speed of four clock periods.

In order to assure proper vperation in a synchronous system
when BERR is asserted after DTACK. BERR must meet the
setup ime parameter #27A pnor to the falling edge of the clock
one clock cycle after DTACK was recognized. This setup time
1s ¢ntical to proper operation. and the HDe8000 may exhibit
erratic behavior if it is violated.

(NOTE)
During an active bus cycle. VPA and BERR uie sumpled
on every falhng edge of the clock starting with SO.

DTACK s sampled on every fulling edge of the clock
starting with S4 and data is latched on the tulling edge of
S6 during a read. The bus cycle wil then be tenmimaled
in §7 except when BERR 1s asserted n the absence of
DTACK. in which case it will terminate one clock cycle
later in §9.

® PROCESSING STATES

This section describes the actions the 68000 which are out-
side the normal processing associated with the execution of
instructions. The functions of the bits in the supervisor portion
of the status register are covered: the supervisor/user bit, the
trace enable bit, and the processor interrupt priority mask.
Finally, the sequence of memory references and actions taken
by the processor on exception conditions is detailed.

The 68000 is always in one of three processing states:
normal, exception, or halted. The normul processing state 15
that assocuted with wnstruction execution, the memory ref-
erences are to fetch mstructions and operands. and to store
results. A special case of the normal state 1s the stupped state
which the processor enters when a STOP instruction is exe-
cuted. In this state. no further memory references are made.

The cxeeption processmg state is associated with interrupts,
trap nstructions, tracing and other exceptional conditions.
The exception may be internally gencrated by an instruction
or by an unusual condition arising during the execution of
an wstructon. Externally, exception processing can be torced
by an interrupt, by a bus error, or by a reset. Exception process-
ing is designed tu provide an efficient context switch so that
the processur may handle unusual conditions.

The halted processing state is an indication of catastrophic
hardware failure. For example. if duning the exception pro-
cessing of a bus error another bus error occurs, the processor

assumes that the system is unusable and haits. Only an external
reset can restart a halted processor. Note that a processor in the
stopped state 1s not in the halted state, nor vice versa.

PROCESSING STATES

INSTRUCTION
EXECUTION
(INCLUDING STOP)

INTERRUPTS
TRAPS
TRACING ETC.

HARDWARE HALT
DOUBLE BUS FAULT

NORMAL

+ -

EXCEPTION

HALTED

® PRIVILEGE STATES

The processor operates in one of two states of privilege:
the “user’” state or the “‘supervisor’ state. The privilege state
determines which operations are legal, are used to choose
between the supervisor stack pointer and the user stack pointer
in instruction references, and may be used by an external
memory management device to control and translate accesses.

The privileges state is a mechanism for providing security
in a computer system. Programs should access only their own
code and data areas, and ought to be restricted from accessing
information which they do not need and must not modify.

The privilege mechanism provides security by allowing
most programs to execute in user state. In this state, the ac-
cesses are controlled, and the effects on other parts of the
system are limited. The operating system executes in the super-
visor state, has access to all resources, and performs the over-
head tasks for the user state programs.

SUPERVISOR STATE

The supervisor state is the higher state of privilege. For
instruction execution, the supervisor state is determined by
the S-bit of the status register; if the S-bit is asserted (high),
the processor is in the supervisor state. All instructions can be
executed in the supervisor state. The bus cycles generated by
instructions executed in the supervisor state are classified as
supervisor references. While the processor is in the supervisor
privilege state, those instructions which use either the system
stack pointer implicitly or address register seven explicitly
access the supervisos stack pointer.

All exception processing is done in the supervisor state,
regardless of the setting of the S-bit. The bus cycles generated
during exception processing are classified as supervisor refer-
ences. All stacking operations during exception processing use
the supervisor stack pointer.

USER STATE

The user state is the lower state of privilege. For instruction
execution, the user state is determined by the S-bit of the status
register; if the S-bit is negated (low), the processor is executing
instructions in the user state.

Most instructions execute the same in user state as in the
supervisor state. However, some instructions which have im-
portant system effects are made privileged. User programs
are not permitted to execute the STOP instruction, or the
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RESET instruction. To ensure that a user program cannot
enter the supervisor state except in a controlled manner, the
instructions which modify the whole status register are privi-
leged. To aid in debugging programs which are to be used as
operating systems, the move to user stack pointer (MOVE
to USP) and move from user stack pointer (MOVE from USP)
instructions are also privileged.

The bus cycles generated by an instruction executed in
user state are classified as user state references. This allows
an external memory management device to translate the ad-
dress and to control access to protected portions of the address
space. While the processor is in the user privilege state, those
instructions which use either the system stack pointer im-
plicitly, or address register seven explicitly, access the use stack
pointer.

PRIVILEGE STATE CHANGES

Once the processor is in the user state and executing instruc-
tions, only exception processing can change the privilege state.
During exception processing, the current setting of the S-bit
of the status register is saved and the S-bit is asserted, putting
the processing in the supervisor state. Therefore, when instruc-
tion execution resumes at the address specified to process the
exception, the processor is in the supervisor privilege state.

USE R/SUPERVISOR MODES

TRANSITION ONLY MAY OCCUR
DURING EXCEPTION PROCESSING

TRANSITION MAY BE MADE BY:
RTE: MOVE, ANDI, EOR! TO STATUS WORD

REFERENCE CLASSIFICATION

When the processor makes a reference, it classifies the kind
of reference being made, using the encoding on the three func-
tion code output lines. This allows external translation of ad-
dresses, control of access, and differentiation of special pro-
cessor states, such as interrupt acknowledge. Table 18 lists the
classification of references.

Table 18 Reference Classification

Function Code Output
Reference Class

FC, FC, FCo

0 0 0 (Unassigned)

0 0 1 User Data

0 1 0 User Program

0 1 1 {Unassigned)

1 0 0 (Unassigned)

1 1] 1 Supervisor Data

1 1 0 Supervisor Program

1 1 1 Interrupt Acknowledge

® EXCEPTION PROCESSING

Before discussing the details of interrupts, traps, and tracing,
a general description of exception processing is in order. The
processing of an exception occurs in four steps, with variations
for different exception causes. During the first step, a tem-
porary copy of the status register is made, and the status register
is set for exception processing. In the second step the exception
vector is determined, and the third step is the saving of the
current processor context. In the fourth step a new context is
obtained, and the processor switches to instruction processing.

EXCEPTION VECTORS

Exception vectors are memory locations from which the
processor fetches the address of a routine which will handle
that exception. All exception vectors are two words in length
(Figure 36), except for the reset vector, which is four words.
All exception vectors lie in the supervisor data space, except
for the reset vector which is in the supervisor program space.
A vector number is an eight-bit number which, when multiplied
by four, gives the address of an exception vector. Vector num-
bers are generated internally or externally depending on the
cause of the exception. In the case of interrupts, during the
interrupt acknowledge bus cycle, a peripheral provides an 8-bit
vector number (Figure 37) to the processor on data bus lines D,
through D,. The processor translates the vector number into
a full 24-bit address, as shown in Figure 38. The memory layout
for exception vectors is given in Table 19.

As shown in Table 19, the memory layout is 512 words
long (1024 bytes). It starts at address O and proceeds through
address 1023. This provides 255 unique vectors; some of these
are reserved for TRAPS and other system functions. Of the
255, there are 192 reserved for user interrupt vectors. However,
there is no protection on the first 64 entries, so user interrupt
vectors may overlap at the discretion of the systems designer.

KINDS OF EXCEPTIONS

Exceptions can be generated by either internal or external
causes. The externally generated exceptions are the interrupts
and the bus error and reset requests. The interrupts are requests
from peripheral devices for processor action while the bus
error and reset inputs are used for access control and processor
restart. The internally generated exceptions come from instruc-
tions, or from address error or tracing. The trap (TRAP), trap
on overflow (TRAPV), check register against bounds (CHK)
and divide (DIV) instructions all can generate exceptions as
part of their instruction execution. In addition, illegal instruc-
tions, word fetches from odd addresses and privilege violations
cause exceptions. Tracing behaves like a very high priority.
internally generated interrupt after each instruction execution.

EXCEPTION PROCESSING SEQUENCE

Exception processing occurs in four identifiable steps. In
the first step, an internal copy is made of the status register.
After the copy is made, the S-bit is asserted, putting the pro-
cessor into the supervisor privilege state. Also, the T-bit is
negated which will allow the exception handler to execute
unhindered by tracing. For the reset and interrupt exceptions,
the interrupt priority mask is also updated.

In the second step, the vector number of the exception is
determined. For interrupts, the vector number is obtained by
a processor fetch, classified as an interrupt acknowledge. For
all other exceptions, internal logic provides the vector number.
This vector number is then used to generate the address of
the exception vector.
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Word O New Program Counter {High} A0=0,A1=0

Ward 1 New Program Counter (Low} AD=0, A1=1

Figure 36 Exception Vector Format

D15 D8 D7 DO

Ignored vi|vE]|vE|va|v3|v2|vi]|vO

Where
v7 is the MSB of the Vector Number
v0 15 the LSB of the Vector Number
Figure 37 Peripheral Vector Number Format

A23 A10 A9 A8 A7 A6 A5 A4 A3 A2 Al AD

All Zeroes vli|vB6{v5|va]|v3|v2] vi]w| O] O

Figure 38 Address Translated From 8-Bit Vector Number

Table 19 Exception Vector Assignment

Vector L Address .
Number(s} Dec Hex Space ! Assignment
0 0 000 SP Reset: Initial SSP
- 4 004 SP Reset: Initial PC
2 008 SD Bus Error
3 12 00C SD Address Error
4 : 16 010 SD Illegal Instruction
5 ' 20 014 SD © Zero Divide
6 ' 24 018 SD | CHK Instruction
7 .28 o1c SD . TRAPV Instruction
8 . 32 020 SD I Privilege Violation
9 . 36 024 SD  ©  Trace
10 ) 028 SD ' Line 1010 Emulator
11 P 4 02C SD ' Line 1111 Emulator
12° | a8 030 SD | (Unassigned, reserved)
13* 52 034 SD ' {Unassigned, reserved}
14° 56 038 SO {Unassigned, reserved)
15 60 03C SD Uninitialized Interrupt Vector
16 ~ 23" 64 040 SD {Unassigned, reserved)
a5 05F
24 96 060 SD Spurious Interrupt
25 100 064 SD Level 1 Interrupt Autovector
26 104 068 SD Level 2 Interrupt Autovector
27 108 06C so Level 3 Interrupt Autovector
28 112 070 SO Level 4 Interrupt Autovector
29 116 074 SD Level 5 Interrupt Autovector
30 120 078 SD Level 6 Interrupt Autovector
3N 124 07C sD Level 7 interrupt Autovector
128 080 )
32~47 101 0BF SD TRARP Instruction Vectors
192 0Cco ]
48 ~ 63" 255 OFF SD {Unassigned, reserved)
256 100
64 ~ 255 1023 3FF So User Interrupt Vectors

SP: Supervisor program, SD: Supervisor data

* Vector numbers 12, 13, 14, 16 through 23 and 4B through 63 are reserved for future enhancements by Hitachi.
No user peripheral devices should be assigned these numbers.
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The third step is to save the current processor status, ex-
cept for the reset exception. The current program counter
value and the saved copy of the status register are stacked
using the supervisor stack pointer as shown in Figure 39. The
program counter value stacked usually points to the next un-
executed instruction, however for bus error and address error,
the value stacked for the program counter is unpredictable, and
may be incremented from the address of the instruction which

caused the error. Additional information defining the current
context is stacked for the bus error and address error excep-
tions.

The last step is the same for all exceptions. The new program
counter value is fetched from the exception vector. The pro-
cessor then resumes instruction execution. Then instruction
at the address given in the exception vector is fetched. and
normal instruction decoding and execution is started.

8 7 6 5 4 3 2 1 [

Lower Address

Status Register

Higher Address

e = = = = Program COunter w = = = === -~

Figure 39 Exception Stack Order (Group 1, 2)
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Figure 40 Exception Processing Sequence (Not Reset)
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MULTIPLE EXCEPTIONS

These paragraphs describe the processing which occurs
when multiple exceptions arise simultaneously. Exceptions
can be grouped according to their occurrence and priority. The
Group O exceptions are reset, bus error, and address error.
These exceptions cause the instruction currently being executed
to be aborted, and the exeception processing to commence
within two clock cycles. The Group 1 exceptions are trace and
interrupt, as well as the privilege violations and illegal instruc-
tions. These exceptions allow the current instruction to execute
to completion, but preempt the execution of the next instruc-
tion by forcing exception processing to occur (privilege viola-
tions and illegal instructions are detected when they are the
next instruction to be executed). The Group 2 exceptions
occur as part of the normal processing of instructions. The
TRAP, TRAPV, CHK, and zero divide exceptions are in this
group. For these exceptions. the normal execution of an instruc-
tion may lead to exception processing.

Group 0 exceptions have highest priority. while Group 2
exceptions have lowest priority. Within Group O. reset has

highest priority, followed by address error and then bus error.

Within Group 1, trace has priority over external interrupts,
which in turn takes priority over illegal instruction and privi-
lege violation. Since only one instruction can be executed at
a time, there is no priority relation within Group 2.

The priority relation between two exceptions determines
which is taken. or taken first, if the conditions for both arise
simultaneously. Therefore, if a bus error occurs during a TRAP
instruction, the bus error takes precedence, and the TRAP
instruction processing is aborted. In another example, if an
interrupt request occurs during the execution of an instruction
while the T-bit is asserted, the trace exception has priority,
and is processed first. Before instruction processing resumes.
however, the interrupt exception is also processed, and instruc-
tion processing commences finally in the interrupt handler
routine. A summary of exception grouping and priority is given
in Table 20.

Table 20 Exception Grouping and Prigrity

RECOGNITION TIMES OF EXCEPTIONS,
HALT, AND BUS ARBITRATION

END OF A CLOCK CYCLE
RESET

END OF A BUSCYCLE
ADDRESS ERROR
BUS ERRQOR
HALT
BUS ARBITRATION

END OF AN INSTRUCTION CYCLE
TRACE EXCEPTION
INTERRUPT EXCEPTIONS
ILLEGAL INSTRUCTION
UNIMPLEMENTED INSTRUCTION
PRIVILEGE VIOLATION

WITHIN AN INSTRUCTION CYCLE
TRAP, TRAPV
CHK
ZERO DIVIDE

® EXCEPTION PROCESSING DETAILED DISCUSSION

Exceptions have a number of sources, and each exception
has processing which is peculiar to it. The following paragraphs
detail the sources of exceptions, how each arises, and how each
is processed.

RESET

The reset input provides the highest exception level. The
processing of the reset signal is designed for system initiation,
and recovery from catastrophic failure. Any processing in pro-
gress at the time of the reset is aborted and cannot be recovered.
The processor is forced into the supervisor state, and the trace
state is forced off. The processor interrupt priority mask is set
at level seven. The vector number is internally generated to
reference the reset exception vector at location 0 in the super-
visor program space. Becaunse no assumptions can be made about
the validity of register contents, in particular the supervisor
stack pointer, neither the program counter nor the status
register is saved. The address contained in the first two words
of the reset exception vector is fetched as the initial supervisor
stack pointer, and the address in the last two words of the
reset exception vector is fetched as the initial program counter.
Finally, instruction execution is started at the address in the
program counter. The power-up/restart code should be pointed
to by the initial program counter.

The RESET instruction does not cause loading of the reset
vector, but does assert the reset line to reset external devices.
This allows the software to reset the system to a known state
and then continue processing with the next instruction.
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S—+1
T-0
Mask Bits -7
‘Address
\7 etch Error or
N’:‘%’ Bus Error
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?

Contents of
Vector No. 0
- Stack Pointer

!

Fetch
Vector
No. 1

Contents of
Vector No. 1
+PC

Fetch PC
Contents
Fetch PC+2 Bus Error
Contents Occurs
?

Double

Fault

Bus Error Exception Pracessing

Figure 41 Reset Exception Processing

INTERRUPTS

Seven levels of interrupt priorities are provided. Devices
may be chained externally within interrupt priority levels,
allowing an unlimited number of peripheral devices to inter-
rupt the processor. Interrupt priority levels are numbered
from one to seven, with level seven being the highest priority.
The status register contains a three-bit mask which indicates the
current processor priority, and interrupts are inhibited for
all priority levels less than or equal to the current processor
priority.

An interrupt request is made to the processor by encoding
the interrupt request level on the interrupt request lines; a
zero indicates no interrupt request. Interrupt requests arriving
at the processor do not force immediate exception processing,

but are made pending. Pending interrupts are detected between
instruction executions. If the priority of the pending interrupt
is lower than or equal to the current processor priority, exe-
cution continues with the next instruction and the interrupt
exception processing is postponed. (The recognition of level
seven is slightly different, as explained in a following paragraph.)

If the priority of the pending interrupt is greater than the
current processor priority, the exception processing sequence
is started. First a copy of the status register is saved, and the
privilege state is set to supervisor, tracing is suppressed, and
the processor priority level is set to the level of the interrupt
being acknowledged. The processor fetches the vector number
from the interrupting device, classifying the reference as an
interrupt acknowledge and displaying the level number of
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the interrupt being acknowledged on the address bus. If external
logic requests an automatic vectoring, the processor internally
generates a vector number which is determined by the interrupt
level number. If external logic indicates a bus error, the inter-
rupt is taken to be spurious, and the generated vector number
references the spurious interrupt vector. The processor then
proceeds with the usual exception processing, saving the pro-
gram counter and status register on the supervisor stack. The
saved value of the program counter is the address of the instruc-
tion which would have been executed had the interrupt not
been present. The content of the interrupt vector whose vector
number was previously obtained is fetched and loaded into the
program counter, and normal instruction execution commences
in the interrupt handling routine. A flow chart for the interrupt
acknowledge sequence is given in Figure 42, a timing diagram is
given in Figure 43, and the interrupt exception timing sequence
is shown in Figure 44.

Table 21 Internal Interrupt Level
Level | 12 [ (R 10 Interrupt

7 1 | 1 | ng-Maskable Interrupt
_ 6 ot g o
IS T B B
_9_— N T 1 L 07777‘770¥_ Maskable Interrupt

3 0 L 1 1

2 R o |l

1 0 |0 1 )

0 0 | 0 0 No Interrupt
INOTE)} The internal interrupt mask level (12, 11, 10} are inverted to the

logic levet applied to the pins (TPL, . TPL, , iPL,)

PROCESSOR INTERRUPTING DEVICE

Reguest interrupt.

|

Grant Interrupt

1} Compare interrupt level in status register

and wait for current instruction to complete
2] Place interrupt level on A, , A, , A,
3) Set R/W 1o read
4) Set function code to interrupt acknowledge
§) Assert address strobe {AS)
6) Assert lower data strobe (UDS* and [D3)

Provide Vector Number
1} Place vector number of Dy ~ D,
2) Assert data transfer acknowledge (DTACK)

|

Acquire Vectar Number
1) Latch vector number
2} Negate UD5* and TDS
3) Negate AT

|

Release

1) Negate DTACK

Start Interrupt Processing

* Although a vector number is one byte, both data strobes
are asserted due 10 the microcode used for exception
processing. The processor does not recognize anything
on data lines Dy through D5 at this time.

Figure 42 Interrupt Acknowledge Sequence Flow Chart

[

/"
n__/

N
|\ N
-«
«—
N

Do - O- N Y e
—(____O>—N (>
A
FCo ~FC; X RV
. N
PLo ~ IPL; A\l /
v
IACK Cycle 4 Clock:
Last Bus Cycle of Instruction Stack (vt . ocks Stack and
) (Read or Writel idle | PCL | ector Number Acuu:s:non) tdle | Vector Fetch
' ! Tissp) T T T

® Although a vector number is one byte, both data strobes are asserted due to the microcode used for exception processing. The
processor does not recognize anything on data lines D, through D, at this time.

Figure 43 Interrupt Acknowledge Sequence Timing Diagram

@ HITACHI

962

Hitachi America, Ltd. * Hitachi Plaza « 2000 Sierra Point Pkwy. ¢ Brisbane, CA 94005-1819 « (415) 589-8300



HD68000/HD68HC000

Last Bus Cycle 1ACK
of instruction Stack Cycle Stack Stack
{During Which PCL (Vectoy Number Status PCH
Interrupt Was (SSP-2} isition) (SSP-8) {SSP-4)
Recognized) Acqu
y
Read Read Fetch First Word
Vector Vector of Instruction
High Low of Interrupt
(A ~ Aj;) {Ay ~ Ajs) Routine

Note: SSP refers to the value of the supervisor steck pointer before the interrupt occurs.

Figure 44 interrupt Exception Timing Sequence

Priority level seven is a special case. Level seven interrupts
cannot be inhibited by the interrupt priority mask, thus pro-
viding a8 “non-maskable interrupt” capability. An interrupt is
generated each time the interrupt request level changes from
some lower level to level seven. Note that a level seven interrupt
may still be caused by the level comparison if the request level
is 2 seven and the processor priority is set to a lower level by an
instruction.

UNINITIALIZED INTERRUPT

An interrupting device asserts VPA or provides an interrupt
vector during an interrupt acknowledge cycle to the 68000.
If the vector register has not been initialized, the responding
HD868000 Famiily peripheral will provide vector 15, the un-
itialized interrupt vector. This provides a uniform way to
recover from a programming error.

SPURIOUS INTERRUPT

If during the interrupt acknowledge cycle no device responds
by asserting DTACK or VPA, the bus error line should be assert-
ed to terminate the vector acquisition. The processor separates
the processing of this error from bus error by fetching the
spurious interrupt vector instead of the bus error vector. The
processor then proceeds with the usual exception processing.

Word patterns with bits 15 through 12 equaling 1010 or
1111 are distinguished as unimplemented instructions and
separate exception vectors are given to these patterns to per-
mit efficient emulation. This facility allows the operating
system to detect program errors, or to emulate unimplemented
instructions in software.

ILLEGAL INSTRUCTION EXAMPLE
MOVE DO, #$1000

MOVE OP WORD

0011 100111 000 000
MOVE IMMEDIATE DATA REGISTER
WORD REGISTER NUMBER

DIRECT "0

PRIVILEGE VIOLATIONS

In order to provide system security, various instructions
are privileged. An attempt to execute one of the privileged
instructions while in the user state will cause an exception.
The privileged instruction are:

INSTRUCTION TRAPS STOP AND (word) Immediate to SR
Traps are exceptions caused by instructions. They arise RESET EOR (word) Immediate to SR
either from processor recognition of abnormal conditions RTE OR (word) Immediate to SR
during instruction execution, or from use of instructions whose MOVEto SR MOVE USP
normal behavior is trapping.
Some instructions are used specifically to generate traps. TRACING

The TRAP instruction always forces an exception, and is useful
for implementing system calls for user programs. The TRAPV
and CHK instructions force an exception if the user program
detects a runtime error, which may be an arithmetic overflow
or a subscript out of bounds.

The signed divide (DIVS) and unsigned divide (DIVU) in-
structions will force an exception if a division operation is
attempted with a divisor of zero.

ILLEGAL AND UNIMPLEMENTED INSTRUCTIONS

Ilegal instruction is the term used to refer to any of the
word bit patterns which are not the bit pattern of the first
word of a legal instruction. During instruction execution, if
such an instruction is fetched, an illegal instruction exception
occurs.

To aid in program development, the 68000 includes a facility
to allow instruction by instruction tracing. In the trace state,
after each instruction is executed an exceptions is forced, allow-
ing a debugging program to monitor the execution of the pro-
gram under test.

The trace facility uses the T-bit in the supervisor portion
of the status register. If the T-bit is negated (off), tracing is
disabled, and instruction execution proceeds from instruction
to instruction as normal. If the T-bit is asserted (on) at the
beginning of the execution of an instruction, a trace exception
will be generated after the execution of that instruction is
completed. If the instruction is not executed. either because
an interrupt is taken, or the instruction is illegal or privileged,
the trace exception does not occur. The trace exception also
does not occur if the instruction is aborted by a reset, bus
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error, or address error exception. If the instruction is indeed ex-
ecuted and an interrupt is pending on completion, the trace
exception is processed before the interrupt exception. If, during
the execution of the instruction, an exception is forced by that
instruction, the forced exception is processed before the trace
exception.

As an extreme illustration of the above rules, consider the
arrival of an interrupt during the execution of a TRAP instruc-
tion while tracing is enabled. First the trap exception is pro-
cessed, then the trace exception, and finally the interrupt ex-
ception. Instruction execution resumes in the interrupt handler
routine.

TRACE MODE
IFT =1

[

STATUS REGISTER

AFTER EACH A
INSTRUCTION |  pragnam

RETURN TO
EXECUTE

NEXT
INSTRUCTION

ADDRESS OBTAINED TRACE
FROM VECTOR TABLE PROGRAM

1. If, upon completion of an instruction, T = 1,
QO 10 trace exception processing.

. Execute trace exception sequence

. Execute trace service routine.

. At the end of the service routine, execute
return from exception (RTEI.

BN

BUS ERROR

Bus error exceptions occur when the external logic requests
that a bus error be processed by an exception. The current bus
cycle which the processor is making is then aborted. Whether
the processor was doing instruction or exception processing,
that processing is terminated, and the processor immediately
begins exception processing.

Exception processing for bus error follows the usual se-
quence of steps. The status register is copied, the supervisor
state is entered, and the trace state is turned off. The vector
number is generated to refer to the bus error vector. Since the
processor was not between instructions when the bus error
exception request was made. the context of the processor is

more detailed. To save more of this context, additional infor-
mation is saved on the supervisor stack. The program counter
and the copy of the status register are of course saved. The value
saved for the program counter is advanced by some amount,
one to five words beyond the address of the first word of the
instruction which made the reference causing the bus error. If
the bus error occurred during the fetch of the next instruction,
the saved program counter has a value in the vicinity of the
current instruction, even if the current instruction is a branch,
2 jump, or a return instruction. Besides the usual information,
the processor saves its internal copy of the first word of the
instruction being processed, and the address which was being
accessed by the aborted bus cycle. Specific information about
the access is also saved: whether it was a read or a write, wheth-
er the processor was processing an instruction or not, and the
classification displayed on the function code outputs when
the bus error occurred. The processor is processing an instruc-
tion if it is in the normal state or processing a Group 2 excep-
tion; the processor is not processing an instruction if it is pro-
cessing a Group 0 or a Group 1 exception. Figure 45 illustrates
how this information is organized on the supervisor stack.
Although this information is not sufficient in general to effect
full recovery from the bus error, it does allow software diag-
nosis. Finally, the processor commences instruction processing
at the address contained in the vector. It is the responsibility
of the error handler routine to clean up the stack and determine
where to continue execution.

If a bus error occurs during the exception processing for a
bus error, address error, or reset, the processor is halted, and
all processing cases. This simplifies the detection of catastrophic
system failure, since the processor removes jtself from the
system rather than destroy all memory contents. Only the
RES pin can restart a halted processor.

ADDRESS ERROR

Address error exceptions occur when the processor attempts
to access a word or a long word operand or an instruction at
an odd address. The effect is much like an internally generated
bus error, so that the bus cycle is aborted, and the processor
ceases whatever processing it is currently doing and begins
exception processing. After exception processing commences,
the sequence is the same as that for bus error including the
information that is stacked, except that the vector number
refers to the address error vector instead. Likewise, if an address
error occurs during the exception processing for a bus error,
address error, or reset, the processor is halted. As shown in
Figure 46, an address error will execute a short bus cycle follow-
ed by exception processing.
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15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Lower Address R/W| VN | Function Code
High
e e < ACCots AQCr@ss = == == == v = e o o= - -—————— -———— - c—————— -
Low
Instruction Register
Status Register
High
= = =Program Counterem = = = = e o = - —— - - 4
Low

R/W {read/write): write = 0, read = 1. I/N linstruction/not): instruction = 0, not = 1

Figure 46 Exception Stack Order (Group 0)

S0 S1 §2 S3 S4 S5 S6 S7 SO SY S2 S3 S4 S5 S6 S7

SO S1 S2 S3 54 S5

Ay ~ Ay —(

—
S

N

Dy ~Dyg

Aerr
Write

D —

—_—
N

N
|
I Appvox:aﬂCm:ks Write Stack

Figure 46 Address Error Timing

B INTERFACE WITH HD6800 PERIPHERALS

Hitachi's extensive line of HD6800 peripherals are directly
compatible with the 68000. Some of these devices that are par-
ticularly useful are:

HD6821  Peripheral Interface Adapter

HD6840  Programmable Timer Module

HD6843  Floppy Disk Controller

HD6845S CRT Controller

HD46508 Analog Data Acquisition Unit

HD6850  Asynchronous Communication Interface
Adapter

HD6852  Synchronous Serial Data Adapter

To interface the synchronous HD6800 peripherals with the
asynchronous 88000, the processor modifies its bus cycle to meet
the HD6800 cycle requirements whenever an HD6800 device
address is detected. This is possible since both processors use
memory mapped I/0. Figure 48 is a flow chart of the interfer-
ence operation between the processor and HD6800 devices.

* DATA TRANSFER OPERATION

Three signals on the processor provide the HD6800 interface.
They are enable (E), valid memory address (VMA), and valid
peripheral address (VPA). Enable corresponds to the E or ¢,
signal in existing HD6800 systems. The bus frequency is one
tenth of the incoming 68000 clock frequency. The timing of E
allows 1 MHz peripherals to be used with an 8 MHz 68000.
Enable has a 60/40 duty cycle; that is, it is low for six input
clocks and high for four input clocks. This duty cycle allows the
processor to do successive VPA accesses on successive E pulses.

HD6800 cycle timing is given in Figures 49 and 50. At state
zero (S0) in the cycle, the address bus is in the high-impedance
state. A function code is asserted on the function code output
lines. One-half clock later, in state 1 the address bus is released
from the high-impedance state.

During state 2, the address strobe (AS) is asserted to in-
dicate that there is a valid address on the address bus. If the
bus cycle is a read cycle, the upper and/or lower data strobes
are also asserted in state 2. If the bus cycle is a write cycle,
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Do ~ 0, (or Dy ~ Dis)
- NGO, ~D,
\r Vv
Decode for
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Peripherals
— Address
Address cs &
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68000
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VPA HD6800
Devices
UMA cs
E E

Figure 47 Connection of HD6800 Peripherals

the read/write (R/W) signal is switched to low (write) during
state 2. One half clock later, in state 3, the write data is placed
on the data bus, and in state 4 the data strobes are issued to
indicate valid data on the data bus. The processor now inserts
wait states until it recognizes the assertion of VPA.

The VPA input signals the processor that the address on the
bus is the address of an HD6800 device (or an area reserved for
HD6800 devices) and that the bus should conform to the ¢,
transfer characteristics of the HD6800 bus. Valid peripheral
address is derived by decoding the address bus, conditioned by
address strobe. Chip select for the HD6800 peripherals should
be derived by decoding the address bus conditioned by VMA.

After the recognition of VPA, the processor assures that the
Enable (E) is low, by waiting if necessary, and subsequently
asserts VMA. Valid memory address is then used as part of the
chip select equation of the peripheral. This ensures that the
HD6800 peripherals are selected and deselected at the correct
time. The peripheral now runs in cycle during the high portion
of the E signal. Figures 49 and 50 depict the best and worst case
HD6800 cycle timing. This cycle length is dependent strictly
upon when VPA is asserted in relationship to the E clock.
dependent strictly upon when VPA is asserted in relationship
to the E clock.

If we assume that external circuitry asserts VPA as soon as
possible after the assertion of AS. then VPA will be recognized
as being asserted on the falling edge of S4. In this case, no
“extra” wait cycles will be inserted prior to the recognition of
VPA asserted and only the wait cycles inserted to synchronize
with the E clock will determine the total length of the cycle.
In any case. the synchronization delay will be some integral
number of clock cycles within the following two extremes:

1. Best Case — VPA is recognized as being asserted on the
falling edge three clock cycles before E rises (or three
clock cycles after E falls).

. Worst Case - VPA is recognized as being asserted on the
falling edge two clock cycles before E rises(or four clock
cycles after E falls).

During a read cycle, the processor latches the peripheral
data in state 6. For all cycles, the processor negates the address
and data strobes one half clock cycle later in state 7, and the
Enable signal goes low at this time. Another half clock later,
the address bus is put in the high-impedance state. During a
write cycle, the data bus is put in the high-impedance state

[ ]

PROCESSOR
Initiate Cycle
1} The processor starts a normal Read or

Write cycle I

Define HD680O Cycie
11 External hardware asserts Valid Peripheral
Address (VPA)

SLAVE

Synchronize With Enable
The pracessor monitors Enable (E} until it is
low {Phase 1)
The processor asserts Valid Memory Address
{VMA)

1

2

Transfer Data
1) The peripheral waits until E is active and
then transfers the data

Terminate Cycle
The processor waits until E goes low. (On a
Read cycle the data is latched as € goss
low intarnally)
2} The processor negates VMA o
3} The processor negates AS, UDS, and LDS

|

Start Next Cycle

1

Figure 48 HD6800 Interface Fiow Chart
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Figure 49 68000 to HD6800 Peripheral Timing—Best Case
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Figure 50 68000 to HDE80O Peripheral Timing—Worst Case
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Figure 51

68000 to HD680O0 Peripheral Timing Diagram
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Figure 52 HD6800 Interface—Example 1
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and the read/write signal is switched high. The peripheral logic
must remove VPA within one clock after address strobe is
negated.

Figure 51 shows the timing required by HD6800 peripherals,
the timing specified for HD8800, and the corresponding timing
for the 68000. Two example systems with HD6800 peripherals
are shown in Figures 52 and 53. The system in Figure 52 reserves
the upper eighit megabytes of memory for HD6800 peripherals.
The system in Figure 53 is more efficient with memory and
easily expandable, but more complex.

DTACK should not be asserted while VPA is asserted.
Notice that the 68000 VMA is active low, contrasted with the
active high HD6800 VMA. This allows the processor to put its
buses in the high-impedance state on DMA requests without
inadvertently selecting peripherals.

e INTERRUPT OPERATION

During an interrupt acknowledge cycle while the processor is
fetching the vector, if VPA is asserted, the 68000 will assert
VMA and complete a normal HD6800 read cycle as shown in
Figure 54. The processor will then use an internally generated

S0 82 S4 S6 S8 SO S2 S4 Sw Sw Sw Sw Sw Sw Sw Sw Sw Sw S6

CLK
A, ~A,— B ) .
Ao A, —m— .
a \ I\ —
wos .\ I\ —
ws— .\ I\ —
R/W——\—/
DTACK \ r
D. ~Dus {
0, ~D; { Y
FCo ~ FC, ) & Y
iPL, ~ 1P,
| ] —
VPA \ —
VMA \ —
:,’::’e';::ng—-f-—&’c Low Stacking —{- AL tor Operatio | I;::;;:M

* Although a vector number 15 one byte, both data strobes are asserted due to the microcode used for exception processing. The
processor does not recagnize anything on data lines Dy through D, at this time.

Figure 54 Autovector Operation Timing Diagram

vector that is a function of the interrupt being serviced. This
process is known as autovectoring. The seven autovectors are
vector numbers 25 through 31 (decimal).

This operates in the same fashion (but is not restricted to)
HD6800 interrupt sequence. The basic difference is that there
are six normal interrupt vectors and one NMI type vector. As
with both the HD6800 and the 68000’s normal vectored inter-
rupt, the interrupt service routine can be located anywhere in
the address space. This is due to the fact that while the vector
numbers are fixed, the contents of the vector table entries are
assigned by the user.

Since VMA is asserted autovectoring, the HD680O peripheral
address decoding should prevent unintended accesses.

® CONDITION CODES COMPUTATION

This provides a discussion of how the condition codes were
developed, the meanings of each bit, how they are computed,
and how they are represented in the instruction set details.

e CONDITION CODE REGISTER
The condition code register portion of the status register con-
tains five bits:

N — Negative
Z — Zero

V -~ Overflow
C — Carry

X —~ Extend

The first four bits are true condition code bits in that they
reflect the condition of the result of a processor operation.
The X-bit is an operand for multiprecision computations. The
carry bit (C) and the multiprecision operand extend bit X)
are separate in the 68000 to simplify the programming model.
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® CONDITION CODE REGISTER NOTATION
In the instruction set details, the description of the effect on
the condition codes is given in the following form:

Condition Codes:

Where
N (negative)

Z (zero)
V (overflow)

C (carry)

X N 2 Vv C
L1 T 11|

set if the most significant bit of the result
is set. Cleared otherwise.

set if the result equals zero. Cleared otherwise.
set if there was an arithmetic overflow. This
implies that the result is not representable
in the operand size. Cleared otherwise.

set if a carry is generated out of the most
significant bit of the operands for an addition.
Also set if a borrow is generated in a subtrac-
tion. Cleared otherwise.

X (extend) transparent to data movement. When affect-
ed, it is set the same as the C-bit.
The notational convention that appears in the representation
of the condition code registers is:
»  set according to the result of the operation
not affected by the operation

0 cleared
I set
U undefined after the operation

® CONDITION CODE COMPUTATION

Most operations take a source operand and a destination
operand, compute, and store the result in the destination
location. Unary operations take a destination operand, com-
pute, and store the result in the destination location. Table 22
details how each instruction sets the condition codes.

Table 22 Condition Code Computations

Operations X N Z A Cc Special Definition
ABCD * U ? V] ? C = Decimal Carry
Z=Z-RAm-..- RO
ADD. ADDI, * * . ? ? V=Sm-Dm- Am+5m - Bm: Am
ADDQ C =Sm- Dm+Rm- Om+Sm - Rm
ADDX * * ? ? ? V=8m-0m:- Am+8m - Dm - Rm
C=Sm-Dm+Rm:Dm+Sm- Rm
Z=2-RAm- .- RO
AND, ANDi, - ° * o] 0
EOR, EORI,
MOVEQ, MOVE,
OR, ORI,
CLR, EXT,
NOT, TAS, TST
CHK - * ’] U u
SuB, susl * * ¢ ? ? V=5m:0Om: Rm+Sm-Om- Rm
susQ | C=Sm-Dm+Rm-Dm+8Sm- Rm
SUBX : " ? ? ? V=8m-0m- Am+5m- Dm- Am
' C=Sm:0Om+Rm:Dm+8Sm:- Rm
Z2=2-Am-.. ‘RO
CMP, CMP1, - * * ? ? V=8m-:Dm- Rm+8$m - Om - Rm
CMPM C=5m-Dm+Rm-Dm+Sm- Am
DIVS, DIVU - e * ? Q V = Division Overflow
MULS, MULU - ° ° 0 ]
SBCO, NBCD * V] ? v ? C = Decimal Borrow_
Z=Z-Rm: .- RO
NEG ° ° * ? ? V=0m-+HAm,C=0m+Rm
NEGX ¢ * ? ? ? V=Dm: Rm,C=Dm+Rm
2=Z-Am- .. RO
BTST, BCHG, - - ? - - Z=Dn
BSET, BCLR
ASL . * * ? ? V=Dm-{Dpyt+..+0m.)
+Dm - {Dm.y * ...+ Dor)
C =Dm.rn1 _
ASL (r=0) - * * 0 ¢
LSL, ROXL ¢ * M 0 ? C =Dm.re1
LSA {r=0) - ° * [ [
ROXL {r=0) - ‘ * 0 ? C=X .
AOL - * * 0 ? C =Dm.+1
ROL (r =0} - * * 0 0
ASR, LSR, ROXR * ¢ * 0 ? C=0p
ASR, LSR (r = 0} - - * 0 0
ROXR (r=0) - * * Q ? C=X
ROR - * ¢ 0 ? C =D,
ROR {r = Q) - i i 0 1]
~ WNot aftected * General Case Sm — Source operand maost significant bit
U Undefined X=C DOm — Destination opsrand most significant bit
7 Other— see Special Dsfinition N = Rm Am - Result bit most significant bit
Z2-RAm: .-AD n - brt number
r - shift amount
G HITACHI
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® CONDITIONAL TESTS

Table 23 lists the condition names, encodings, and tests
for the conditional branch and set instructions. The test associ-
ated with each condition is a logical formula based on the
current state of the condition codes. If this formula evaluates to

1, the condition succeeds, or is true. If the formula evaluates to
0, the condition is unsuccessful, or false. For example, the T
condition always succeeds, while the EQ condition succeeds
only if the Z bit is currently set in the condition codes.

Table 23 Conditional Tests

Mnemaonic Condition Encoding Test

T true 0000 1

F false 0001 0

HI high 0010 c-Z

LS low or same 0011 C+2

cc carry clear 0100 C

CcS carry set 0101 C

NE not equal 0110 z

EQ equal o1 r4

ve overflow clear 1000 v

VS overflow set 1001 \'2

PL plus 1010 N

Mi minus 1011 N

GE greater or equal 1100 N:V+N-V

LT less than 1101 N-V+N-V
EGT greater than 1110 N-V:-Z+N:V:-Z

LE less or equal 1N 2Z+N-V+N-V

® INSTRUCTION SET
The following paragraphs provide information about the
addressing categories and instruction set of the 68000.

® ADDRESSING CATEGORIES

Effective address modes may be categorized by the ways
in which they may used. The following classifications will
be used in the instruction definitions.
Data If an effective address mode may be used to refer
to data operands, it is considered a data address-
ing effective address mode.
If an effective address mode may be used to refer
to memory operands, it is considered a memory
addressing effective address mode.
If an effective address mode may be used to refer
to alterable (writeable) operands, it is considered
an alterable addressing effective address mode.
If an effective address mode may be used to refer
to memory operands without an associated size, it
is considered a control addressing effective address
mode.
Table 24 shows the various categories to which each of the
effective address modes belong. Table 25 is the instruction set
summary.

The status register addressing mode is not permitted unless
it is explicitly mentioned as a legal addressing mode.

These categories may be combined so that additional, more
restrictive, classifications may be defined. For example, the
instruction descriptions use such classifications as alterable

Memory

Alterable

Control

memory or data alterable. The former refers to those address-
ing modes which are both alterable and memory addresses, and
the latter refers to addressing modes which are both data and
alterable.

¢ INSTRUCTION PRE-FETCH

The 68000 uses a 2-word tightly-coupled instruction prefetch
mechanism to enhance performance. This mechanism is described
in terms of the microcode operations involved. If the execution
of an instruction is defined to begin when the microroutine for
that instruction is entered, some features of the prefetch
mechanism can be described.

1) When execution of an instruction begins, the operation
word and the word following have already been fetched.
The operation word is in the instruction decoder.

2) In the case of multi-word instructions, as each addi-
tional word of the instruction is used internally, a fetch
is made to the instruction stream to replace it.

3) The last fetch from the instruction stream is made when
the operation word is discarded and decoding is started
on the next instruction.

4) If the instruction is a single-word instruction causing a
branch, the second word is not used. But because this
word is fetched by the preceding instruction, it is im-
possible to avoid this superfluous fetch. In the case of
an interrupt or trace exception, both words are not used.

5) The program counter usually points to the last word
fetched from the instruction stream.

O HITACHI
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Table 24 Effective Addressing Mode Categories

Effective Addressing Categori
ries
Address Mode Register Data 9 ad
Modes Memory Control Alterable
Dn 000 register number X - — X
An 001 register number - - - X
An@ 010 register number X X X X
An@ + on register number X X ‘ — X
An@ - 100 register number X X - X
An@(d) 101 register number X X | X X
An@(d, ix) 110 register number X X X X
xxx.W m 000 X X X X
xxx. L m 001 X X X X
PC@(d) 11 010 X X X -
PC@({d, ix} m on X X X -
H#xxx 11 100 X X - -
The following example illustrates many of the features of
instruction prefetch. The contents of memory are assumed to
be as illustrated in Figure 55.
ORG 0 DEFINE RESTART VECTOR
oC.L INISSP INtTIAL SYSTEM STACK POINTER
oc.L RESTART RESTART SYSTEM ENTRY POINT
ORG INTVECTOR DEFINE AN INTERRUPT VECTOR
DC.L INTHANDLER HANDLER ADDRESS FOR THIS VECTOR
ORG SYSTEM RESTART CODE
RESTART:
NOP NO OPERATION EXAMPLE
BRA.S  LABEL SHORT BRANCH
ADD.W DO, D1 ADD REGISTER TO REGISTER
LABEL:
suB.w DISP(AQ), A? SUBTRACT REGISTER INDIRECT WITH OFFSET
CMP.W 02,03 COMPARE REGISTER TO REGISTER
SGE.B D7 Scc TO REGISTER
INTHANDLER:
MOVE.W LONGADR1, LONGADR2 MOVE WORD FROM AND TO LONG ADDRESS
NOP NO OPERATION
SWAP.W REGISTER SWAP
Figure 55 Instryuction Prefetch Example, Memory Contents
The sequence we shall illustrate consists of the power-up The order of operations described within each microroutine is

reset, the execution of NOP, BRA, SUB, the taking of an not exact, but is intended for illustrative purpose only.
interrupt, and the execution of the MOVE.W xxx.L to yyy.L.

O HITACHI
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Microrouting
Reset

NOP

BRA

sus

INTERRUPT

MOVE

Operation

Read

Read

Read

Read

Read

Read

<begin NOP>
Aead

< begin BRA >
PC=PC+d
Read

Read

<begin SUB>
Read

Read

Read

< begin CMP >
Write

Read

Write

Write

Read

Read

Read

Read

< begin MOVE >
Read

Read

Read

Read

Write

Read

Read

<begin NOP>

Location

BaEVO

{PC}
+(PC)

+{PC}

(PC)
+{PC}

+(PC)
DISP{AD)
+(PC)
<take INT>
-(SSP)
<INT ACK>
- (SSP}
-{8SP)

(VRI}

+{VR})

(PC)

+{PC)

+(PC)
+{PC)
XXX

+(PC)
yyy

+(PC)
+(PC)

Operand

SSP High
SSP Low
PC High
PC Low
NOP
BRA

ADD

sup
DIsP

cmpP
<sre>
SGE

PC Low
Vector #
SR

PC High
PC High
PC Low
MOVE
xxx High

xxx Low
yyy High
<src>
yyy Low
<dest>
NOP
SwWaAP

¢ DATA PREFETCH

Figure 56 Instruction Prefetch Example

Normally the 68000 prefetches only instructions and not
data. However, when the MOVEM instruction is used to move
data from memory to registers, the data stream is prefetched in

order to optimize performance. As a result, the processor reads
one extra word beyond the higher end of the source area. For
example, the instruction sequence in Figure 57 will operate as
shown in Figure 58.

MOVEM.L
DC.wW
DC.w
DC.w
oCc.w
oc.w
ocw

TMOO®>»

A, DO/DY

DO LW -

MOVE TWO
LONGWORDS
INTO REGISTERS

WORD 1
WORD 2
WORD 3
WORD 4
WORD §
WORD 6

Figure 57 MOVEM Example, Memory Contents

Assume Effective Address Evatuation is Airsady Done

Micraroutine Operstion  Location

MOVEM

Read

Read
Read

Read
Read

mQo O® >

Othar Operations

Prepere to Fill DO
A —+DOH
8+ DOL
Prepare to Fill D1
C-+0D1H
D-DIL
Detect Register List Complete

Figure 58 MOVEM Example, Operation Sequence
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Table 25 Instruction Set
O an | | oo | oam omnx | asw | Ay [ apo | e xy [FeTmed Gpcode Bit Patter Conctton
mm Sze :‘:’ R () | o ) dikn ki | A " [P0 Jamsoe] 1114 14 Booiean Coges
o] - Lol - Tel - Lol - TPl -TeT -1 - T = DT = Ie] - [o] - [e] - 5402 1098 7654 3210 ANZVE
+
ABC0 8 |ste afz2] ¢ | 1100 RARI | 0000 drer |40+ 5i-3 -0 |#1sus
Add Digits: s (M) 4 2] 18 i 1100 RAREJ 0000 Irre
A0
Add
Binary
ADOA W [oh s12] 8 (20 8 12 2 e[ 2] w|a] 6 a] 18 4] to €] @ [a] 16 [&] 18 4] 12 ] 1101 ARNO] tree roer
Add Adoress | L e slel o fal s Qo] o] ]aps o] olefo]als]elafalm]a]o]e] o] iioranni]iree ceer
ADDY %
Add immed [ "
ADOQ aw[simd a|2] 4 [2rp 4 [2| 12 |2] 2] w [ef a8 a5 |6] 2 0101 QQQO| SSEF EEFE
Add Ouick L |smmd ¢)2] 8 (2] 8 Ja]2o]2fo]a]o|ajofal 6]afea]e]x
ADOX
Add Mui-
precision $ ¢
AND I W[stn o ez el e o] oo w]a] 6|6 1100 DDD1 [ SSEE FEEE | ¢< and " Dn
Loge Ang o sl2] e dte el szl wafzfe]ww]apzfs el sl a]ea] 8| 1100 DDOO | SSer ecec | Onrang s
L son 1 HEAHEIE AR ER AR E 1100 DODI | [GEE EEEE | a<ant >bn -
4:0n s]2] 8 4 {1 cand s o
anol
Ang Immed. X
ML AR g wlcowt:tn g |2 [6e2 "I rref | SS10 OLDD
Arkmetc count. 2184 | 2 |6+ 2 ] C 1110 QQai | 5300 000D | TTE 0| saans
suit U fcomion g ]2 |82 1100 reet | toro oopp | e
comt: 184 | 2 [8+ 2 1110 4QQf | 1000 0bDD S
mw w fecoum:1 a 2- | 12 fau] g2 fo-] v fac] 0 Jac] 18 o] 16 Jeo] B 1110 000f | +IEE EEEE =1
Test and
Change
3 3 Cak e FAh
BCLR B ot d al 2] e a6 [o] se[ 7 ]6] x 0000 rrri | 10EE EEEE
Test 00 213w o w6 |e| e |a} e ]|s| 0[] 2|s| 0|8 0000 1000 | I0EE EEEE |~} ® ot g =2 | - - w- -
Clear U fesdm  a]2]| <0 0000 reri | SOEE EEEE |0 «(om) % of ¢
bt 2:mm 9] 4] <4
BT
Test ang ;
Sot
osT [N T2 ) 2l 8 [z 8 (2] w4 2|4 w2 |6] . |af 12 )4 4 )4 10 0000 rrei| O0EE EEEE | -(but)st ot g2 | - -%- -
Bit Test bt2-mm 4 oz a2 |a] w]s|efe| . |s|w|e]n|6].]6] e 0000 000 | 00EE EEEE
Lforson af2]| 6 0000 rerl | O0EE EEEE
ptZlmm g |4 10 i
o ;
Check Reg-
n G 5
;;:?‘n & i 9 B 2 fof A28 Ade s 4 Gt i
A 8w alz2] 4 af oo e |a] 3 |e] €]6] 0100 0010 | SSEE EEEE ' & ~MP -0100
Cleas Opecana | L af2] 6 HEAH 2l 2 fal aadalos ol ule]l (00
Compare
Binary il Bl TEEE R TR DAY o T b e
CMPA w [ s|2] 6 |2] 6 |2 w 2] o z[ el oo w |« 2o s ]e] alal 6 al 0] 1011 anao| itee eree -5 Ssean
Compare L |oa s|2 L] 2 [ 2 t n |2 Bjaj I8¢l M| B 6| 2|8 B (s 25| 14 1011 AAAI | Ilee ecee
Address
cmPr
Compare Imm. e o
Bwlsimis o G 1011 RRRE| $500 Iere |4 s AP
Compars Lofstm) . g | 2
Mernory
ows
Orvioe Signed kX S5 3 & 5
DU W loDn s| 2] 14 IR ESRL I B L] 16| 4| < 48] 4 10| A |<148] 6 <152 & |< 148| 4 |« 1501 4 |- Hl‘ 1000 BUDD | 11ee reee | Dn32 516 - cEER(
owvide Dncrgr
unsigned
E0R
Exciuswe OR , 4
v . y s i G BRPRCE ek
EORI 6 w[s:mm afe] 8 af 6 |a oo 86| x|e] 26| =] 2 o x| ooco 1o10! s5EF FEEE [dem EIYTN
Excusve OR | L [s-hom af6] 16 6 % |6| 2 [6f 08| 2 [8] %8| 2|0 |
Immediate
X6
Exchange 2 i
Registers = g R
ext (] ¢l2] 4 0100 1000 | 1000 00DD | b 7 *bt 815 |
Sign Extend | L ¢l2{ 4 0100 1900/ 1180 0DDD [ by IS -on 16-31 | -a%
LEA
Load Eftect-
ne Address
LK daplom 3 af 0100 1110] 0101 GAAA |4 - —(P) | .....
Link and P -
Allocate P +asp -
Note Reter to Conntion Code Computations Opcads Bit Pattern Key
A Aodress Rapster on G Rught | -Lebt R Dest.nat.on Regsrer
* Word only cr Condtion 5 Size 30 Byte noche MIVE ingrrieron
<. Mazimum yalue e 2 wea 1 Bate ‘
# Numoer of Program Bytes Eftect 16 -Long Worg 10 Lant ked
~ Mumber of Ciocx Penods E Destnator Ettective Addrens 11 Anotner Dpersl on 1 wcry
¢ vector 8
(to be continued}
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Logecal Shett ount 21--B d
ot n 4
et B1-B 4

[Memary <ounr | 3
MOVE

dition Codes

MOVE

Move fo from
Slahus Reg
MOVE

| Mave 16 from
User SP (AT}

Rotate
without X

Memory

& [oonki

00014

0100 0110
0100 0000

9010 AAAD

S ‘:ﬁ -
0000 DDDI
0000 DDDI
0000 DDD
0009 DPDI

1000 DDDI
10600 DBDO
1000 DDDI
1000 DDDO

o100 1000

§§40 1DDD
1010 1DDD
1600 1DDD
| IEE EEEE

Ilee reer

VIEE FEEE

Qlee eree

SSee ceer
10EE EEEE
I0ee eeee

- fs = immed Opcade Bt Puttem Condtion
MMVM.M sce Acdr Dn An An) (Am + - tAn) dian oAn, X | Abs. W | Abs L 4PCY | AIPC. %) d=SRCC| 1111 19 Boolean Codes
Gperasion Mode T el = 1= 1] - L= - [*[= 1P =1*] = [#]= [#] - [*] - |5432 tosa 7654 5210 XNZVC

!
hstisn  [aw(cmo o f [ | | 0 reet | ss10 100D sas0e
I

[
I

Note Reter 1 Condtt on Code (omputat.ons
1 for condt.on Cooe
» word oniy

B Number of Program Bytes
Number at Crock Peerods

Ve The MPU goss though sn exira
oum read cycle wer 3 multpie read 4 aone 1The st £A+2

4 scdress Repter §
C Fest Condtion

D Dats Regater €

& Source Eftective Address

€ Destingtion Etfective Addvess

 Dunction O Right 1 Lelt
™ Dest.nation EA Moge

P Onotecement

Q Quick Immeciaste Osta

© Source Repster

G HITACHI

01 woea

10~ Long Worg
11 - Aother Operateon
v Vactor %

In the MOVE tmstruct an

2 - eyte
10 - Long Word
1L - Word

J

{10 be continued)
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N - ] ] s frmed] Opcods B Patiem Condior
- sl A oo A [ RS W[ A [ dian ) | A W AL | o) [ dPe ) [T egen] L TR Boolean Cotes
Gporation Made A o= =Tl - [T -l T TeT =" = [o] = [*] = (5432 1098 7854 3210 XNZVE
[e— 110 et | SS11 000D ¢
1110 QQQI | SS0+ 0DDD et n 4y
Mx VIR0 recd | 1011 0DDD
oo 1o oot | 100! opop | ©
f— 1110 910f | I [EE FEEF | 1< Lett e
0
Supact
digits
S

Set
Conditionally
U8

§

TR

g -
o 150

bra tawen
bra nol taken
bra tanen
bra not Lanen

A true
PC- aisp -PC

I 0 X S )
[ N I 1 B ) G S

I-EHI.I.l.l.lll.lll.l.l.ll T ~
1

- (S
S+ (SP)
PC

{ Vector

Opcode Bit Pattern Key
a0 for conddtion Code

A Address Rogster ¥ 1 Diwection O- Rughi. | - Cett R Destmation Regrster
® Werd only C Tost Condtion M Dettination EA Mode 5 Sue In the MOVE Instruction
< Mpamom vt © Dats Aogater 3 @ Duspiscement a1 wWord oL Byl :
8. Mumber of Program Bytes » Sowrce Ettectve Address Q Quck immediuate Data 10 Loog Worg 10 tLong word ;
= Mumber of Clock Penace E.Oeatinstion Eflective Address ’ Sowce Repster 11 Anoiner Operation ' 11 Word
v Vector B

G HITACHI
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8 INSTRUCTION FORMAT SUMMARY instructions according to the op-code map.

This provides a summary of the first word in each instruction where, Size; Byte =00 Sz; Word=0
of the instruction set. Table 26 is an operation code (op-code) Word =01 Long Word = 1
map which illustrates how bits 15 through 12 are used to Long Word = 10

specify the operations. The remaining paragraph groups the

Table 26 Operation Code Map

15 3,::: 12 QOperation
0000 Bit Manipulation/MOVEP/Immediate
0001 Move Byte
0010 Move Long
0011 Move Word
0100 Misceilaneous
0101 ADDQ/SUBQ/Scc/DBcc
0110 Bee
o MOVEQ
1000 OR/DIV/SBCD
100‘1 SUB/SUBX
"o {Unassigned)

1011 CMP/EOR

1100 AND/MUL/ABCD/EXG
1101 ADD/ADDX

1110 Shift/Rotate

1M1 {Unassigned)

(1) BIT MANIPULATION, MOVE PERIPHERAL, IMMEDIATE INSTRUCTIONS

Dynamic Bit

14 13 12 " 10 4 3 2 1 0

15 9 8 7 6 5
mz 0 TO-T Register | 1 Type | Effective Address ]

Static Bit
5 14 13 12 11 w0 9 8 7 & &5 4 3 2 1 o
[oJoJoJo]rJoJoJo]| e | Effective Address |

Bit Type Codes: TST =00, CHG =01, CLR =10, SET = 11

MOVEP
10 9 8 7 6 2 1 0

15 14 13 12 11 s & 3
[o o Jo]o [ Regse OpMode [0 [0 [ 1 [ Register |

Op-Mode; Word to Reg = 100, Long to Reg = 101, Word to Mem = 110, Long to Mem = 111

OR immediate

15 14 13 12 11 10 9 8 7 6 & 4 3 2 1 0
[oJoJoJoJoJoJo o] sie | Effective Address

AND Immediate

15 14 13 12 11 10 9 8 7 6 & 4 3 2 1 0
[oJoJoJo oo v o] sue ]  Eftective Address

@O HITACHI
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SUB immediate
1§ 14 13 12 11 10 9 8 7 [ 5 4 3 2 1 0
[oToJoJoJo 1 JojJo] s | Eftective Address |
ADD Immediste

Glole e o o o [ eremore

EOR immadiste

15 14 13 10 9 8 7 6 5 4’ 3 2 1 0

12 n
[oJoJoToJ1JoJvJo] s ] Effective Address ]

CMP Iimmediste
15 14 13 12 1 10 9 8 7 [} 5 4 3 2 1 [}
o JoJoJoTls 1 Tolo] si Eftective Address
(2) MOVE BYTE INSTRUCTION
MOVE Byt
18 14 13 12 1" 10 9 8 7 6 ] 4 3 2 1 0
Destination Source
o 0 0 1 Register | Mode | Mode | FRegister I

(3) MOVE LONG INSTRUCTION

MOVE Long
18 "“ 13 12 " 10 ] 8 ? 8 5 4 3 2 1 o
° ° 1 ° Destination Source
Register | Mode Mode 1 Register
(¢} MOVE WORD INSTRUCTION
MOVE Word
18 " 13 12 1" 10 9 8 7 [} 13 4 3 2 1 0
° 0 1 1 Destination Source
Register | Mode Mode | Register

(5) MISCELLANEOUS INSTRUCTIONS

NEGX
1B 14 13 13 11 10 9 8 7 6 6 4 3 2 10
[o Tt Jofofofolo|o] s Effective Addren |
MOVE from SR
W 14 13 12 1 10 9% 8 7 6 5 4 3 2 1 0
foJ1rJoTeJoJoJoJo T ] Effective Address
CLR
' 14 13 92 11 10 9 B8 7 8 65 4 3 2 1 0
[o]J1Jojolofol1r[o] sn Effective Address
G HITACHI
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NEG
%6 14 13 12 M 10 9 8 71 €6 5 4 3 2 1 0
[o [y JoJo o v o o] sie Effactive Address ]
MOVE to CCR
5 14 13 12 11 1 9 8 7 6 5 4 3 2 1 0
o[+ JoJolofvfofolr ] Effective Adaress
NQT
5 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
° I lj,,gi]:",l,f [‘ 3:DT Size Effactive Address ]
MOVE to SR
5 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
o [1 [0 176 fio:Ile Jo LL IIJ,‘ Effective Address ]
NBCD
15 14 13 12 n 10 9 8 7 6 3 4 3 2 1 [/}
E[j fIfo' '["6 T ' 1_[’ 077170 T °,,I E__I 0 [ Etfective Address ]
PEA
5 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
(o] JoJo ]+ fofofofo[r] = enciersawen ]
SWAP

15 14 13 12 i 10 9 8 7 6 8 4 3 2 1 4]
o[ foefoefrofofoor[efolo] amm |

MOVEM Registers to EA

1 0

% 4 13 12 11 1 9 8 7 & 5 4 3 2 1 0
o [+ JoJo 1 JoJo o1 [se]  Efectiveadaress

EXTW
% 14 13 12 11 10 ¢ 8 7 6 5 4 3 2 1 0
o [1JoJo i JoJoJo]rJoJoJo o] Regse |
EXTL
% 14 13 12 11 10 9 8 7 6 S5 4 3 2 1 0
[o 1 JoJo 1 JoJo]o]1r[1]Jo]o ] o] reise
TST
5 14 13 12 11 w0 9 8 7 6 5 4 3 2 1 0
[o JTrJoJoJaToTlsTTol se T Effective Address ]
TAS

15 14 13 12 " 10 9 8 7 6 5 4 3 2 1 0

(a1 foJoaJrJotJa]r 0] Effective Addrets ]

G HITACH)
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MOVEM EA to Registers

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

o [v{ofJo s [rJoJo 1 [s] Effective Addrens ]
TRAP

15 14 13 12 11 10 9 8 7 & 5 4 3 2 1 0

folavJoJol v JaiJrJeJolrJoeTlo] — vetr
LINK

5 14 13 12 1M 10 9 8 7 6 5 4 3 2 1 0

o T+ To To T+ [+ T+ To[o T+ To [+ [o] wmmw
UNLK

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

[oTrTofol s T s T oo 1ot [ 1] regse
MOVE to USP

15 14 13 12 11 10 9 7 6 5 4 3 2 1 0

fo v JoJo o Jav[rvJoJo[1v[rv]o[o] negse ]
MOVE from USP

1 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0

eTsToTo s [+ [ ToTo [+ o[+
RESET

B 14 13 12 N 0 9 8 7 8 5 4 3 2 1 0

[o T ToTo T T+ [ ToTe [ [+ [+ To [oTolo]
NOP

1B 14 13 12 11 10 9 8 7 68 5 4 3 2 1 0

[oT 1 JoJo i i JvJoJo a1 JoJoToT1]
sTOP

B 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

tofrJoJojrfrfrfoJofrfrfrjofJo]aJo]
RTE

1 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0

Lo+ ToTo [+ [+ [+ To Lo [+ [+ [+ To [o [+ 7]
RTS

15 14 13 12 11 1@ 9 8 1 6 & 4 3 2 1 0

[olrJoJofr[r]afoJofjrt[efrJoJsjols |
TRAPYV

BB 14 13 2 1 10 8 8 7 & 5 4 3 2 1 0

foJrvJofo v o T v JoJoTa v TaTe] v TarTel]
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RTR
' 14 13 12 11 10 9 B 7 6 5 4 3 2 1 0
oo ToTo o T T TeTo [T [ o [+ T
JSR
s 14 13 12 11 16 9 B 7 6 5 4 3 2 1 0
[o[1JoJo a1 [rJof1]o Effective Address ]
JMP
5 14 13 122 1 10 9 8 7 6 5 4 3 2 1 0
To [1nToloa T oo TaleTa Effective Address ]
CHK
15 14 13 12 1t 10 9 8 7 6 5 4 3 2 1 0
LO I 1 lo l 0 ] Register I 1 ] 1 [ o L Effective Address J
LEA
1 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[o [ ] (ﬁ 0 [ Register EEERER Effective Address ]

{6) ADD QUICK, SUBTRACT QUICK, SET CONDITIONALLY, DECREMENT INSTRUCTIONS

ADDQ
% 14 13 12 1 10 9 8 7 6 S 4 3 2 1 0
[0 [ [o 1] Data [o ] see | Effective Address ]
SUBQ
5 14 13 12 11 10w 9 B8 7 6 S5 4 3 2 1 0
ERERES Ll Data [V ] siee ] Effective Address ]
Scc
% 14 13 12 1 100 9 8 7 6 5 4 3 2 1 0
0 1_1 o [ ] Condition [+ ] ] Effective Address ]
DB¢ce

15 14 13 12 1 1 9 8 7 6 5 4 3 2 1 0
[o [+ Jo 1] Condition TrJ 1 JoTo ]t ] regser |

(7) BRANCH CONDITIONALLY, BRANCH TO SUBROUTINE INSTRUCTION

Bee

15 14 13 12 n 10 9 8 7 6 S 4 3 2 1 [}
Ii [ 1 1 lO [ Condition l 8 bit Displacement I

8SR
15 14 1 1 7 6 5 4 3 2 1 0

LD_Jil ] 1:‘l TOZ ]1h 1: ] 2 l ? T 8 bit Displacement ]

(8} MOVE QUICK INSTRUCTION

MOVEQ

15 14 13 12 1" 10 9 8 7 6 5 4 3 2 1 0
iD!'IIlI'Il Register IDI

G HITACHI
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(8) OR, DIVIDE, SUBTRACT DECIMAL INSTRUCTIONS
OR

% 14 13 12 1 10 9 B 7 6 5 4 3 2 1 0
[t JoJolo] nese | opmode | Effective Address |
Op-Mods
E oW L
000 001 010 On v EA-Dn
100 101 110  EA v Dn —+EA
DivU
5 14 13 12 11 w0 9 8 7 6 &5 4 3 2 1 0
[1vJoloJo] megser Jo]rv ][] Etfective Address ]
DIVS
% 1 13 12 1 10 8 8 7 6 & 4 3 2 1 0
[+ ToToTJoTl mewse T3 ]3] Effective Address |
SBCD
% 14 13 12 1 W % 8 72 6 5 4 3 2 1 0
1 (o folo D;".;.":"."”“ t o o |0 | o [RM]| SourceRegister

R/M {register/memory): register — register = 0, memory — memory = 1

(10) SUBTRACT, SUBTRACT EXTENDED INSTRUCTIONS

Sus 15 14 13 12 1 1w 9 8 7 6 S5 4 3 2 1 0
[+ ToJo ] Rogir | OpMode | Effective Address
OpMode
8 W L
000 00t 010 On—-EA -+ Dn
100 101 110 EA-Dn—EA
Z 011 111 An—EA - An
susx 1 14 13 12 1t w0 8 8 7 6 5 4 3 2 1 0
Oestination " N
1 [+] ] 1 Register 1 Size [+] )] R/M | Source Register
R/M (register/i y): regi — register = 0, memory — memory = 1

(11) COMPARE, EXCLUSIVE OR INSTRUCTIONS

cMP
15 14 13 12 1t 1 9 8 7 6 & 4 3 2 1 0
v Jo T [ 1] Reer | OpMode [ Effective Address
Op-Mode
B W L
000 001 010 On-€A
~ 011 111  An-EA
CMPM 15 14 13 12 1 W 9 8 ? 6 5 4 3 2 1 0
[vTJoJ v 1T e [1 ] sie 0 JTo[1 ] regiser |
EOR

14 13 " 10 9 8 6 4 3 2 1 [

15 12 7 6

[vTo T [ 7] reger J1] s | Effective Address ]
(12) AND, MULTIPLY, ADD DECIMAL, EXCHANGE INSTRUCTIONS
AND

% 14 13 12 11 10 8 8 7 & 65 4 3 2 1 0
FyTavToTo] Auser | opMode | Effective Address

B W L
000 001 010 On A EA-Dn
100 101 110 EA A DOn —+EA

GO HITACHI
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MULU
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
F [1JoJo] megser To 1 [1] Effective Address ]
MULS
15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
[V 71 JoJo] Tmegstee [ [ ]3] Effective Address ]
ABCD
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
10 { o |o J D:::g’i‘::‘r’" 1 |o E o | 0 | 0 [AM| Source Register
R/M (register/memory}: register — register = 0, memory — memory = 1
EXGD
15 14 13 12 " 10 9 8 ? 6 S 4 3 2 1 0
(T Lo To | owmremer [+ J0 [ o [0 o omsnmmer ]
EXGA
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 [4
r 1 ﬁl I 0 rD |Aq9:ess Regnster] 1 l DJ 1 l 0 ] 4] i 1 1AddressRegis!ar1
EXGM

15 14 13 12 n 10 9 8 7 6 5 4 3 2 1 0
I 1 ] 1 |0 IO l Data Register [ 1 I 1 IO ]0 IO ll IAddrosRegister—|

{13) ADD, ADD EXTENDED INSTRUCTIONS

ADD
15 14 13 12 i 10 9 8 7 6 5 4 3 2 1 0
‘ 1 T 1 ‘ 1] l 1 l Register Op-Mode T Effective Address J
Op-Mode
B w
000 00t 010 Dn + EA =+ Dn
100 101 110 EA +Dn - EA
- 011 1M An + EA — An
ADDX
15 14 13 12 " 10 9 8 7 6 5 4 3 2 1 M)
Destination X
1 1 i
1 1 0 Register Size o] 0 R/M | Source Register

R/M (register/memory): register — register = 0, memory — memory = 1

(14) SHIFT/ROTATE INSTRUCTIONS

Data Register Shifts

15 14 13 12 1 10 9 8 7 6 S 4 3
[ 1 ‘ \l1 i Q ‘ Count/Register l d l SiumTiIrJ Type [ Register j

Memory Shifts

15 14 13 13 1 10 9 8 7 6 5 4 3 2 1 0
[ 1 ﬁl 1 IDTOT Type l d J 141 [ Effective Address J

Shift Type Codes: AS = 00, LS =01, ROX = 10, RO = 11
d (direction): Right=0, Left =1
i/r {count source): immediate Count = 0, Register Count = 1
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® INSTRUCTION EXECUTION TIMES

The following paragraphs tontain listings of the instruction
execution times in terms of external clock (CLK) periods.
In this timing data, it is assumed that both memory read and
write cycle times are four clock periods. Any wait states caused
by a longer memory cycle must be added to the total instruc-
tion time. The number of bus read and write cycles for each
instruction is also included with the timing data. This data is
enclosed in parenthesis following the execution periods and
is shown as: (r/w) where r is the number of read cycles and
w is the number of write cycles.

(NOTE) The number of periods includes instruction fetch and ail ap-
plicable operand fetches and stores.

® EFFECTIVE ADDRESS OPERAND CALCULATION

TIMING

Table 27 lists the number of clock periods required to com-
pute an instruction’s effective address. It includes fetching
of any extension words, the address computation, and fetch-
ing of the memory operand. The number of bus read and
write cycles is shown in parenthesis as (r/w). Note there are
no write cycles involved in processing the effective address.

® MOVE INSTRUCTION CLOCK PERIODS

Table 28 and 29 indicate the number of clock periods for
the move instruction. This data includes instruction fetch,
operand reads, and operand writes. The number of bus read
and write cycles is shown in parenthesis as: (r/w).

& STANDARD INSTRUCTION CLOCK PERIODS
The number of clock periods shown in Table 30 indicates

the time required to perform the operations, store the results,
and read the next instruction. The number of bus read and
write cycles is shown in parenthesis as: (r/w). The number
of clock periods and the number of read and write cycles must
be added respectively to those of the effective address calcula-
tion where indicated.

In Table 30 the headings have the following meanings: An =
address register operand, Dn = data register operand, ea = an
operand specified by an effective address, and M = memory
effective address operand.

® IMMEDIATE INSTRUCTION CLOCK PERIODS

The number of clock periods shown in Table 31 includes
the time to fetch immediate operands, perform the operations.
store the results, and read the next operation. The number of
bus read and write cycles is shown in parenthesis as: (r/w).
The number of clock periods and the number of read and write
cycles must be added respectively to those of the effective
address calculation where indicated.

In Table 31, the heudings have the following meanings:
# = immediate. operand, Dn = data register operand, An = ad-
dress register operand, M = memory operand, CCR = condition
code register, and SR = status register.

® SINGLE OPERAND INSTRUCTION CLOCK PERIODS

Table 32 indicates the number of clock periods for the
single operand instructions. The number of bus read and write
cycles is shown in parenthesis as: (r/w). The number of clock
periods and the number of read and write cycles must be added
respectively to those of the effective address calculation where
indicated.

Table 27 Effective Address Calculation Timing

Addressing Mode Byte, Word Long

Register
Dn Data Register Direct 0{(0/0) 0{0/0)
An Address Register Direct 0(0/0} 0(0/0)

Memory
An® Address Register Indirect 4(1/0} 8(2/0)
An® + Address Register Indirect with Postincrement 4{1/0) 8(2/0)
An@ - Address Register Indirect with Predecrement 6(1/0) 10{2/0}
An@(d) Address Register Indirect with Displacement 8(2/0) 12(3/0}
An@ld, ix)* Address Register Indirect with Index 10(2/0) 14(3/0)
xxx. W Absolute Short 8(2/0) 12(3/0)
xxx. L Absolute Long 12{3/0) 16(4/0)
PC@®(d) Program Counter with Displacement 8(2/0) 12(3/0)
PC@(d, ix)* Program Counter with Index 10{2/0) 14(3/0)
#xxx Immaediate 4(1/0) 8(2/0)

* The size of the index register (ix) does not affect execution time.

Hitachi America, Ltd. e Hitachi Plaza e 2000 Sierra Point Pkwy. ¢ Brishane, CA 94005-1819 » (415) 589-8300
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Table 28 Move Byte and Word Instruction Clock Periods

D ion
Source Dn An An@ An@ + An® - An®(d) |An@{d,ix)" | xxx.W xxx. L
Dn 4{1/0) 4(1/0) 8{1/1) 8(1/1) B(1/1) 12(2/1) 14(2/1) 12(2/1) 16(3/1)
An 4(1/0) 4(1/0) 8{1/1) 8(1/1) 8(1/1) 12(2/1) 14(2/1) 12(2/1) 16(3/1)
An@ 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1) 16(3/1) 18(3/1) 16(3/1) 20(4/1)
An@+ 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1) 1613/1) 18(3/1} © 16(3/1) 20(4/1)
An@ - 10(2/0) 10(2/0} 14(2/1) 14(2/1) 14(2/1) 18(3/1) 20(3/1) 18(3/1) | 22(4/1)
An@{d) 12(3/0) 12{3/0) 16(3/1) 16(3/1) 16(3/1) | 20{4/1) 22(4/1) 20(4/1) | 24{51)
An@(d, ix}* 14(3/0) 14{3/0} 18(3/1) | 18(3/1) : 18(3/1} 22(4/1) 24{a/1) 22(4/1) ' 26i5/1)
xxx. W 12(3/0) 12{3/0) 16(3/1) 16(3/1) | 16(3/1) 20(4/1) 22(4/1) 20(4/1) 24(5/1)
xxx. L 16(4/0) | 16(4/0) 20(4/1) 20(4/1) | 20(4/1) 24(5/1) 26(5/1) 24(5/1) 28(6/1)
PCOId) 12(2/0) | 12(3/0) | 16(3/1) | 16(3/1) | 16(3/1) | 20(4/1) | 22(a/1) | 20(4/1) | 24(5/1)
PC®{d, ix}* 14(3/0} 14(3/0) 18{3/1) 18(3/1) 18(3/1) 22(4/1) 24(4/1) 22(4/1) 26(5/1)
#Hxxx 8(2/0) 8(2/0) { 12(2/1) 12(2/1) 12(211) 16(3/1} 18(3/1) 16(3/1} 20(4/1)
* The size of the index register {ix} does not affect execution time.
Table 29 Move Long Instruction Clock Periods
Destination
Source .
Dn An An@ An@ + An@ - An@{d) |AnN®(d,ix)"| xxx.W xxx. L
Dn 4(1/0) 4(1/0) 12(1/2) 12(1/2) 12(1/2} 16{2/2) 18(2/2) 16(2/2) 20(3/2)
An 4(1/0) 4(1/0} 12(1/2) 12{1/2) 12{1/2} 16(2/2) 18(2/2) 16(2/2) 20(3/2)
An@ 12(3/0) | 12(3/0) 20(3/2) 20(3/2) 20(3/2) 24(4/2) 26{4/2) 24(4/2) 28(5/2)
An@+ 12(3/0} 12{3/0) 20(3/2} 20(3/2) 20(3/2) | 24(4/2) 26(4/2) 24(4/2) 28(5/2)
An@ - 14(3/0) 14(3/0) 22(3/2) 22(3/2) 22(3/2) 26(4/2) 28(4/2) 26(4/2) 30(5/2)
An@({d) 16(4/0) 16(4/0) 24(4/2) 24(4/2) 24(4/2) 28(5/2) 30(5/2) 28(5/2) 32(6/2)
An@(d, ix)* 18(4/0) 18(4/0) 26(4/2) 26(4/2) 26(4/2) 30(5/2) 32(5/2) 30(5/2) 34(6/2)
xxx. W 16(4/0) 16(4/0) 24(4/2) 24(4/2) 24(4/2) 28(5/2) 30(5/2) 28(5/2) 32(6/2)
xxx. L 2015/0} 20(5/0) 28(5/2) 28(5/2) 28(5/2) 32(6/2) 34(6/2) 32(6/2) 36(7/2)
PC@(d) 16{4/0) 16(4/0) 24(4/2) 24(4/2) 24(4/2) 28(5/2) 30(5/2) 28(5/2) 32(6/2)
PC@®{d,ix)* ' 18(4/0) 18(4/0} 26(4/2) 26(4/2) 26(4/2) 30(5/2) 32(5/2) 30(5/2) 34(6/2)
Fxxx ‘ 12(3/0) 12(3/0) 20(3/2) 20{3/2) 20(3/2) 24(4/2) 26(4/2} 24(4/2) 28(5/2)
* The size of the index register {1x) does not affect execution time.
Table 30 Standard Instruction Clock Periods
Instruction Size op <ea>, An op<ea>,Dn op Dn, <M >
ADD Byte, Word 8(1/0) + 4{1/0) + 8(1/1) +
Long 6(1/0) + "* 6(1/0) + °* 12{1/2) +
Byte, Word 1L - 4(1/0) + a(1/1) +
N -
AND Long ! Z 8(1/0) + ** 1202+
cMP Byte, Word | 6(1/0) + 4(1/0) + -
Long 6(1/0} + 6(1/0) + -
DIVS - - 158(1/0) + * -
DIVU - - 140(1/0} + * -
EOR Byte, Word - 4(1/0) ‘ 8(1/1) +
Long - 8{1/0) 12(1/2) +
MULS - - 70{1/0) + * -
MULY - - 70(1/0) + * -
oR Byte, Word - 4{1/0) + 8{1/1) +
Long — 6(1/0) + ** 12{1/2) +
sus Byte, Word 8(1/0) + 4(1/0) + 8{1/1) +
Long 6(1/0) + ** 6(1/0) + ** 12(1/2) +

** tota! of 8 clock periods for instruction if the effective address is register direct
*** only available effective address mode is data register direct

+ add effective addrass calculation time
* indicates maximum value

DIVS, DIVV — The divide algorithm used by the 68000 provides less than 10% difference between the best and worst
case timings.
MULS, MULU - The multiply algorithm requires 3842n clocks when n is defined as

MULU:n = the number of ones in the < ea >
MULS;n = concatanate the < ea > with a zero as the LSB; n is the resultant number of 10 or 01
patterns in the 17-bit source; i.e. worst case happens when the source is $5555,

G HITACHI
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Table 31 Immediation Instruction Ciock Periods

instruction Size op #,Dn op #, An op# M op #, CCR/SR
Byte, Word 8(2/0) — 12(2/1) + —
ADD! Long 16(3/0) - 20(3/2) + —
Byte, Word 4(1/0) 8(1/0)" 8(1/1) + -
ADDQ Long 8(1/0) 8(1/0) 12(1/2) + -
ANDI Byte, Word 8(2/0) - [ ems | 208/
Long | 16(3/0) - 20{3/1) + -
NP Byte, Word { 8(2/0) 8(2/0) | 8(2/0) + -
Long ; 14(3/0) 14(3/0) 12(3/0} + —
EoRI Byte, Word 8(2/0) - T ems 20(3/0)
Long 16(3/0) - 20(3/2) + -
MOVEQ Long 4(1/0) - i - -
ORI Byte, Word 8(2/0) i i2am 20(3/0}
Long 16(3/0) - 20(3/2) + -
suBl Byte, Word 8(2/0) — 12(2/1) + —
Long 16(3/0) - 20(3/2) + -
SUBQ Byte, Word 4(1/0) 8(1/0}" 8(1/1) + -
Long 8(1/0) 8(1/0} 12(1/2) + -
+ add effective address calcutation time
* word only
Table 32 Single Operand Instruction Clock Periods
Instruction Size Register Memory
CLR Byte, Word 4{1/0) 8{1/1) +
Long 6(1/0) 12{(1/2) +
NBCD Byte 6(1/0) 8{1/1) +
Byte, Word 4(1/0) sl +
NEG Long 6{1/0) 12002+
NEGX Byte, Word 4(1/0) 8(1/1) +
Long 6(1/0) . 12(1/2) +
NOT Byte, Word | a01/0) B+
Long 6(1/0) 12(1/2) +
Byte, False 4(1/0) 8(1/1} +
Sec Byte, True 6(1/0} 8(1/1) +
TAS Byte 4(1/0) 10(1/1) +
Byte, Word 4(1/0) 4(1/0) +
T Long 4(1/0) 4(1/0) +

+ add effective address calculation time

e SHIFT/ROTATE INSTRUCTION CLOCK PERIODS e BIT MANIPULATION INSTRUCTION CLOCK PERIODS

Table 33 indicates the number of clock periods for the shift Table 34 indicates the number of clock periods required for
and rotate instructions. The number of bus read and write the bit manipulation instructions. The number of bus read and
cycles is shown in parenthesis as: (r/w). The number of clock write cycles is shown in parenthesis as: (r/w). The numaber of
periods and the number of read and write cycles must be added clock periods and the number of read and write cycles must be
respectively to those of the effective address calculation where added respectively to those of the effective address calculation
indicated. where indicated.
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® CONDITIONAL INSTRUCTION CLOCK PERIOODS

Table 35 indicates the number of clock periods required for
the conditional instructions. The number of bus read and write
cycles is indicated in parenthesis as: (z/w). The number of clock
periods and the number of read and write cycles must be added
respectively to those of the effective address calculation where
indicated.

e JMP, JSR, LEA, PEA, MOVEM INSTRUCTION CLOCK
PERIODS
Table 36 indicates the number of clock periods required for
the jump, jump to subroutine, load effective address, push effec-
tive address, and move multiple registers instructions. The num-
ber of bus read and write cycles is shown in parenthesis as: (r/w).

Table 33 Shift/Rotate (nstruction Clock Periods

Instruction Size Register Memory
Byte, Word 8 +2n(1/0) 8(1/1) +

ASR. ASL Long 8 + 2n{1/0) -
Byte, Word 6+ 2n(1/0) 8(1/1) +

LSR, LSL Long 8 + 2n{1/0) -
Byte, Word 68+ 2n{1/0) 8(1/1) +

ROR, ROL Long B+ 2n(1/0) -
Byte, Word 8+ 2n(1/0) 8(1/1) +

ROXR, ROXL Long 8+ 2n(1/0) -

Table 34 Bit Manipulation Instruction Clock Periods

Instruction Size Oynamic Static
Register Memory Register Memory
BCHG Er:g 8(—1/0)' 8“/—" . 12(:/0)' 12(12” -
BCLR z::\; IO(:/O)’ 8“1” - 14(;/0)“ 12‘2—/” -
_BSET E::; 8‘-;,0). 8(111) + 12(;10). 12(211) +
kI B T S N

+ add effective address calculation time
* indicates maximum value

Table 35 Conditional Instruction Clock Periods

tnstruction Displacement T"p.ﬂls:“"d‘ Tr:‘po:;z:::ch
8 Byte 10(2/0) 8(1/0)
ce Word 10(2/0) 12(2/0)
Byte 10(2/0) -
8RA Word 10(2/0) -
Byte 18(2/2) -
BSR Word 18{2/2) -
o8 CCrrue - 12(2/0)
cc CCtalse 10(2/0) 14(3/0)
CHK - 40(5/3) + * 10{1/0) +
TRAP - 34(4/3) -
TRAPV - 34(5/3) 4(1/0)
+ add effective nddress calculation time
* indicates msximum value
G HITACHI
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Table 36 JMP, JSR, LEA, PEA, MOMEM Instruction Clock Periods

Instr Size An@ An® + An@ - | An®(d) | An@(d,ix) "] xxx.W xxx. L PC@{(d) | PC®(d,ix)"
IMP _ 8(2/0) _ — 10(2/0) | 14(3/0) | 10(2/0) | 12(3/0) | 10(2/0) 14(3/0)
SR — 16(2/2) _ Z 18(2/2) | 22(2/2) | 18(2/2) | 20(3/2) | 18(2/2) 22(2/2)
LEA _ 4(1/0) _ - 8(2/0)| 1212/0) | 8(2/0) | 12(3/0) | 8{2/0) 12(2/0)
PEA _ 12(1/2) _ - 162/2) | 2002/2) | 16221 | 203/2)  161272) 20(2/2)

12+4n | 12+4n - 16+4n 18+4n 16+4n | 20+4n  16+4n 18+4n
MOVEM | Word | (34n/0) | (3+n/0) | — | (4+n/0)| (4+n/0) | (4+n/0) | (5+n/0) | (4+n/0) |  (4+n/0)
MR | Lo 12+8n | 1248n | — 16+8n 18+8n | 16+8n | 2048n . 16+8n 18+8n
" | (3+20/0) [(3+420/0) | - [(4+2n/0) | (4+20/0) | (4+20/0) | (5+2n/0) | (4+20/0) | (4+2n/0)
8+4n _ 8+4n | 12+4n 14+4n 12+44n | 16+4n | - -
MOVEM | Word 2m| - @m) | (3/m) (3/n) @n . @ | - -
8+8n - 8+8n | 12+8n 14+8n 12+8n | 16+8n - -
R=>M | Long @2 | - @20 | B20)| 320} | 3200 | (a2 | - -

n is the number of registars to move

* is the size of the index register {ix} does not affect the instruction’s execution time

® MULTIPRECISION INSTRUCTION CLOCK PERIODS
Table 37 indicates the number of clock periods for the muiti-

precision instructions. The number of clock periods includes

the time to fetch both operands, perform the operations, store

the results, and read the next instructions. The number of read
and write cycles is shown in parenthesis as: (r/w).

In Table 37, the headings have the tollowing meanings: Dn =
data register operand and M = memory operand.

Table 37 Multi-Precision Instruction Clock Periods

Instruction Size op Dn, Dn opM, M
Byte, Word 4(1/0) 18(3/1)

ADDX
o Long 8(1/0} 30(5/2)
Byte, Word - 12{3/0)

CMP

M Long - 20(5/0)
Byte, Word 4{1/0) 18{3/1)
SuBX Long 8(1/0) 30(5/2)
ABCD Byte 6(1/0) 18(3/1)
SBCD Byte 6(1/0) 18(3/1)

® MISCELLANEOUS INSTRUCTION CLOCK PERIODS

Table 38 indicates the number of clock periods for the fol-
lowing miscellaneous instructions. The number of bus read and
write cycles is shown in parenthesis as: (r/w). The number of
clock periods plus the number of read and write cycles must be
added to those of the effective address calculation where indi-
cated.

® EXCEPTION PROCESSING CLOCK PERIODS

Table 39 indicates the number of clock periods for exception
processing. The number of clock periods includes the time for
all stacking, the vector fetch, and the fetch of the first instruc-
tion of the handler routine. The number of bus read and write
cycles is shown in parenthesis as: (r/w).
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HD68000/HD68HCO000

Table 38 Miscellansous Instruction Clock Periods

Instruction Size Reg M Y Register -+ Memory Memory ~ Register
MOVE from SR - 8(1/0) 8(1/1) + - -
MOVE to CCR - 12(2/0) 12(2/0) + - -
MOVE to SR - 12(2/0) 12(2/0) + - -

Word - - 168(2/2) 16(4/0)
MOVEP Tong - - 200274 24(6/0)
EXG - 8(1/0) - - -
Word 4(1/0) - - -
ExT Long 4(1/0) - - -
LINK - 16(2/2) - - -
MOVE from USP - 4(1/0) - - -
MOVE to USP - 4(1/0) - - -
NOP - 4{1/0) - - -
RESET - 132(1/0) - - -
RTE - 20(5/0) - - -
RTR - 20(5/0 - - -
RTS - 16(4/0) - - -
STOP - 4(0/0} - - -
SWAP - 4(1/0) - - -
UNLK - 12(3/0) - - -
+ add effective address calculation tima
Table 30 Exception Processing Clock Periods ® MASK VERSION
Exception Periods Type No. Mask version
Reset** 38.5 (6/0) HDB88000-8
Address Error 50(4/7) HD683000-10
Bus Error 50(4/7) HD68000-12 8800051
Interrupt 44(6/3)* HDB8000Y8
{llegal Instruction 34(4/3) HD68000Y:10
Privileged Violation 34(4/3) HDE8000Y-12
Trace 34(4/3)
. - HDE8000R8
. ;l;hu.r T’::.r:::’t ‘;col;:opvzlrn.x 'bu: cycle is sssumed to take HDEB000PS8 68000V
e e e o whan e o Ao s HDBB00OCRS

290

The difference of function between mask version 6800081
and 68000U is only as following (Figure 59).

The function of HD68HCO0O is as same as mask version
68000U.
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Broken line: mask version 68000U and HDB8HC000.
Figure 59 Address Error Timing

® NOTE FOR USE
® Power Supply Circuit

When designing Voc and Vgs pattern of the circuit board,
the capacitors need to be located nearest to Vioc and Vgg as
shown in the Figure 60.

o]
]
i
:“,:Z_
fa =
= T
Fy
5]
H
1M 2 =
Qe @© ( S
Fovenet0s] 5
(Top View) (Bottom View) (Top View)
(a) DIP (b} PGA {c) PLCC

1uF/35V Tantalum Capacitor (2 pairs)

Figure 60 Power Supply Circuit
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